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Coordinated by: Erik T. J. Nibbering

7.1 Significance of hydrogen bonding

Hydrogen bonds are ubiquitous and of fundamental relevance in nature. Rep-
resenting a local attractive interaction between a hydrogen donor and an ad-
jacent acceptor group, they result in the formation of single or multiple local
bonds with binding energies in the range from 4 to 50 kJmol−1, much weaker
than a covalent bond, but stronger than most other intermolecular forces and
thus decisive for structural and dynamical properties of a variety of molecu-
lar systems [1–4]. Disordered extended networks of intermolecular hydrogen
bonds exist in liquids such as water and alcohols, determining to a large ex-
tent their unique physical and chemical properties. At elevated temperatures,
such liquids undergo pronounced structural fluctuations on a multitude of
time scales, due to the limited interaction strength. In contrast, well-defined
molecular structures based on both intra- and intermolecular hydrogen bonds
exist in polyatomic molecules, molecular dimers and pairs and – in particular
– in macromolecules such as DNA and other biomolecular systems.

Vibrational spectra of hydrogen-bonded systems reflect the local interac-
tion strength and geometries as well as the dynamics and couplings of nuclear
motions. Steady-state infrared and Raman spectra have been measured and
modeled theoretically for numerous systems, making vibrational spectroscopy
one of the major tools of hydrogen bond research [5]. In many cases, however,
conclusive information on structure and – in particular – dynamics is difficult
to derive from stationary spectra which average over a multitude of molecular
geometries and time scales. In recent years, vibrational spectroscopy in the ul-
trafast time domain [6] is playing an increasingly important role for observing
hydrogen bond dynamics in real-time, for separating different types of molec-
ular couplings, and for determining them in a quantitative way [7]. Using such
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sophisticated probes, it has been established that the basic dynamic properties
of hydrogen bonds are determined by processes in the femto- to picosecond
time domain. The acquired knowledge about both potential energy surfaces
of hydrogen-bonded systems and their dynamical properties may prove to be
useful to design optical control schemes to steer reactive processes – that is
hydrogen or proton transfer – by interaction with tailored coherent infrared
pulses or pulse sequences.

In this Chapter, an overview of this exciting new field is presented with em-
phasis on both experimental and theoretical studies of the coherent response
and of incoherent relaxation dynamics of hydrogen bonds in the electronic
ground state [8–32]. In Sect. 7.2, the characteristic features of the vibra-
tional spectra of hydrogen-bonded systems, the underlying coupling mech-
anisms, and the resulting molecular processes are introduced. Section 7.3 de-
scribes the experimental and theoretical methods applied in ultrafast vibra-
tional spectroscopy of hydrogen bonds. Vibrational dephasing and incoher-
ent processes of population relaxation and energy dissipation in disordered
hydrogen-bonded systems such as water are discussed in Sect. 7.4. Section 7.5
is devoted to coherent nuclear motions and relaxation processes in intra- as
well as intermolecular hydrogen-bonded structures with well-defined geome-
tries in a liquid environment. An outlook is presented in Sect. 7.6.

7.2 Molecular vibrations as probe of structure
and dynamics of hydrogen bonds

Vibrational spectroscopy provides direct insight into the couplings between
normal modes as governed by the potential energy surfaces of hydrogen bonds.
Here the characteristics of vibrational motions in hydrogen-bonded molecular
systems are introduced and aspects of the theoretical modeling are discussed.

7.2.1 Vibrational modes of hydrogen-bonded systems

The formation of hydrogen bonds results in pronounced changes of the vibra-
tional spectra of the molecules involved [5]. In a X−H· · ·Y hydrogen bond,
with X and Y usually being electronegative atoms such as O or N, the ab-
sorption band of the stretching mode of the X−H donor group (νXH) displays
the most prominent modifications, a red-shift and – in most cases – a sub-
stantial spectral broadening and reshaping as well as a considerable increase
in intensity (Fig. 7.1).

The red-shift reflects the reduced force constant of the oscillator and/or the
enhanced anharmonicity of the vibrational potential along the X−H stretching
coordinate, i.e. an enhanced diagonal anharmonicity. The red-shift has been
used to characterize the strength of hydrogen bonds [33–35]. Spectral broad-
ening can originate from different types of interactions, among them anhar-
monic coupling of the high-frequency X−H stretching mode to low-frequency
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Fig. 7.1. Infrared absorption spectra showing O−H stretching absorption bands
of (a) uncomplexed phenol in C2Cl4, (b) the weak hydrogen bond of HOD in
D2O, (c) neat H2O, (d) the medium strong hydrogen bond of PMME-H, (e) acetic
acid dimer (CD3−COOH)2, and (f) the O−D stretching band of acetic acid dimer
(CD3−COOD)2.

modes, Fermi resonances with overtone and combination tone levels of fin-
gerprint modes, vibrational dephasing, and inhomogeneous broadening due
to different hydrogen bonding geometries in the molecular ensemble [36–39].
The substantial enhancement of the spectrally integrated absorption intensity
accompanying spectral broadening is related to changes of the electronic struc-
ture. In contrast to the stretching mode, X−H in-plane bending modes (δXH),
with transitions located in the fingerprint region of the vibrational spectrum,
undergo small blue-shifts upon hydrogen bonding, but usually without appre-
ciable effects on the line shape [5].
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In the weak attractive potential between hydrogen donor and acceptor
groups, modes which are connected with motions of the heavy atoms thereby
affecting the hydrogen bond distance, can be identified. Formation of in-
termolecular hydrogen-bonded dimers gives rise to six new vibrational low-
frequency modes out of translational and rotational degrees of freedom, among
them the dimer hydrogen bond stretching (νdimer) and bending (δdimer)
modes. In hydrogen bond networks, e.g., in water, intermolecular modes of-
ten extend over several molecules and dominate the low-frequency vibrational
spectrum. The small force constants and the large reduced mass of such hy-
drogen bond modes result in low-frequency modes typically located below
200 cm−1. Corresponding intramolecular hydrogen bond modes, on the other
hand, are often found up to 400 cm−1. Thus, these hydrogen bond motions
with vibrational periods of about 660 to 80 fs are clearly separated in time
from high-frequency X−H stretching motions with vibrational periods on the
order of 10 to 15 fs.

7.2.2 Vibrational coupling mechanisms

Hydrogen bonding enhances the anharmonicity of the potential energy surface
resulting in strengthened mechanical coupling of different vibrational modes.
Anharmonic mode coupling is crucial for the line shape of vibrational absorp-
tion bands, hydrogen bond dynamics, and for vibrational energy transfer. In
the vibrational spectra, anharmonic mode couplings are manifested by the
appearance of over- and combination tones, band splittings and/or frequency
shifts of harmonic transitions. In the following different mechanisms of anhar-
monic coupling are discussed.

7.2.2.1 Anharmonic coupling with low-frequency hydrogen bond
modes

Anharmonic coupling between the high-frequency X−H stretching mode and
low-frequency hydrogen bond modes has been considered a potential broad-
ening mechanism of the X−H stretching band [36, 37, 39]. The separation of
time scales between low- and high-frequency modes allows for a theoretical de-
scription in which the different states of the X−H stretching oscillator define
adiabatic potential energy surfaces for the low-frequency modes (Fig. 7.2a),
similar to the separation of electronic and nuclear degrees of freedom in
the Born-Oppenheimer picture of vibronic transitions. Vibrational transitions
from different levels of the low-frequency oscillator in the v(νXH) = 0 state
to different low-frequency levels in the v(νXH) = 1 state with a shifted ori-
gin of the potential result in a progression of lines which, for moderate dis-
placements, is centered at the pure X−H stretching transition and displays
a mutual line separation by one quantum of the low-frequency mode (as de-
picted in Fig. 7.2b). The absorption strength is determined by the dipole
moment of the v(νXH) = 0 → 1 transition of the X−H stretching mode and
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Fig. 7.2. (a) Potential energy surfaces for the hydrogen bond low-frequency mode
in a single hydrogen bond, showing a displacement along the low-frequency (slow-
mode) coordinate Q as function of the quantum state of the X−H/X−D high-
frequency (fast-mode) stretching coordinate q (νHX). The X−H/X−D stretching
transition is accompanied by changes in the low-frequency mode quantum state
governed by Franck-Condon factors; (b) The corresponding stick spectrum of the
X−H/X−D stretching transition shows the Franck-Condon progression centered at
ν0 (v(νXH) = 0 → 1) with frequency separations Ω of the low-frequency mode.

the Franck-Condon factors between the optically coupled levels of the low-
frequency mode. With increasing difference in quantum number of the low-
frequency mode in the v(νXH) = 0 and 1 states, the Franck-Condon factors
decrease and the progression lines become weaker for larger frequency sepa-
ration from the progression center. For each low-frequency mode coupling to
an X−H stretching oscillator, an independent progression of lines occurs.

Excitation of anharmonically coupled oscillators with a broadband ultra-
short laser pulse resonant to the X−H stretching band can create a phase-
coherent superposition of several levels of the low-frequency mode making up a
vibrational wave packet. The wave packet can be generated in the v(νXH) = 1
excited state by direct excitation, in the v(νXH) = 0 ground state through
a Raman-like process, or by coherence transfer from the v(νXH) = 1 to the
v(νXH) = 0 state. These vibrational wave packets can be observed by ultrafast
nonlinear vibrational spectroscopy as coherent dynamics [8, 9].

7.2.2.2 Fermi resonances of the X−H stretching v(νXH) = 1 state
with overtone or combination levels of fingerprint vibrations

Coupling of the v(νXH) = 1 state with higher lying states of fingerprint vi-
brations, such as the X−H bending mode, through Fermi resonances can lead
to level splittings [38]. In this way the over- and combination tones, which
are harmonically forbidden, gain in cross section. For Fermi resonances in the
weak coupling regime, a vibrational energy redistribution channel is facili-
tated (Fig. 7.3a). For the strong coupling limit a level splitting is observed
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Fig. 7.3. Fermi resonance scheme in the weak (a) and strong (b) coupling limits
between the X−H/X−D stretching v(νXH) = 1 and the v(δXH) = 2 bending levels.
In (a) the weak Fermi resonance facilitates an efficient relaxation channel for energy
redistribution, whereas case (b) explains the observation of additional transitions
within the X−H/X−D stretching bands. The Davydov coupling scheme in the weak
(c) and strong (d) limits between v(νXH) = 1 levels of different X−H/X−D os-
cillators explain the phenomenon of vibrational excitation energy transfer (c) and
excitation delocalization (d).

in the X−H stretching spectral region, indicative of states with mixed quan-
tum character and concomitant similar absorption cross sections (Fig. 7.3b).
In Sect. 7.5 experimental and numerical evidence of this mechanism will be
provided for a few selected cases.

7.2.2.3 Davydov coupling between local X−H stretching oscillators

If several local oscillators can be found in one molecular assembly, for instance
X−H stretching modes in acetic acid dimers or nucleic acid base pairs, or
amide I vibrations in peptides, an excitonic type of interaction denoted as
Davydov coupling may occur between the respective v(νXH) = 1 states of the
local oscillators. Small couplings enable vibrational excitation energy transfer
between nearby X-H oscillators (Fig. 7.3c), whereas strong coupling leads to
new combinations of quantum states (Fig. 7.3d), in a similar fashion as for
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amide I vibrations in proteins [40]. Line splittings with altered absorption cross
sections of the individual transitions are dictated by the relative orientations
of the transition dipole moments of the single X−H oscillators. In the case of
the cyclic acetic acid dimer (see Sect. 7.5), selection rules based on the C2h

symmetry govern the IR- or Raman-activity of the transitions [37].

7.2.2.4 Coupling with fluctuating solvent modes

In the condensed phase the hydrogen bond is subject to fluctuating forces
exerted by the solvent bath. These solvent bath modes, typically being over-
damped, lead to spectral diffusion and broadening of the vibrational transition
lines. Depending on the modulation strength and the fluctuation time scales,
the spectra may vary between a distribution of transition frequencies corre-
sponding to different hydrogen bond configurations (inhomogeneous broaden-
ing) or an averaged motionally narrowed transition (homogeneous broaden-
ing). Different theoretical approaches to describe the frequency modulation
have been used: either the dipole moment of the X−H stretching oscillator is
directly coupled to the local electric field induced by the solvent [41,42], or the
low-frequency modes coupled to the X−H oscillator are stochastically mod-
ulated [43–45]. For an extensive discussion on the different underlying line
broadening mechanisms, both using classical and quantum approaches, the
reader is referred to a review by Henri-Rousseau, Blaise, and Chamma [39].

Using the density operator approach, the vibrational absorption line shape
α(ω) for a v = 0 → 1 transition is given by:

α(ω) ∝
∫ ∞

−∞
dt e−i(ω−ω0)t〈µ10(t)µ10(0)〉 , (7.1)

with the transition dipole moment correlation function:

〈µ10(t)µ10(0)〉 = |µ10|2
〈

exp
[
−i

∫ t

0

dτ δωXH(τ)
]〉

∼= |µ10|2 exp
[
−i

∫ t

0

dτ2

∫ t

0

dτ1 〈δωXH(τ1)δωXH(τ2)〉
]
,

(7.2)

where µ10 is the transition dipole moment of the vibrational transition cen-
tered at ω0. In the interpretation of linear spectra, but even more so for results
obtained with nonlinear experiments, the quantity governing the line broad-
ening is the X−H transition frequency fluctuation correlation function C(t):

C(t) = 〈δωXH(t)δωXH(0)〉 , (7.3)

where ωXH(t) is the time-dependent X−H transition frequency. Solvent-
induced line broadening for hydrogen-bonded systems has been modeled using
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C(t) subject to the assumption of Gauss-Markov modulation of the transition
frequency:

C(t) = ∆2 exp
(
− t

tc

)
, (7.4)

with ∆ being the modulation strength (a measure for the distribution of
possible transition frequencies for hydrogen-bonded systems) and tc the fre-
quency fluctuation correlation time (indicating the average time a particular
hydrogen-bonded system resides at a particular frequency), with which one
can interpolate between the inhomogeneous static and homogeneous fast mod-
ulation limits [46]. In the case of an infinitely short correlation time tc, C(t)
can be approximated as a δ-function, i.e. C(t) = ∆2tcδ(t) = δ(t)/T2, and a
Lorentzian line shape dictated by the transverse dephasing time T2 results.
A homogeneous broadening described by a single T2 time has been used for
hydrogen-bonded systems with well-defined geometries in weakly interacting
nonpolar solvents (see Sect. 7.5). However, for disordered highly fluctuating
hydrogen-bonded systems often a sum of exponentially decaying functions
is being used to mimic the more complex temporal behavior suggesting a
multitude of characteristic fluctuation time scales underlying the microscopic
dynamics (see the discussion in Sects. 7.4.1 and 7.4.2). More extensive expres-
sions for C(t) using Brownian oscillators have also been used [47]. A special
case is the stochastic exchange between a limited number of hydrogen bond
configurations, a case that has also been treated in the review by Kubo [46].
Here, the frequency separation between vibrational transitions indicative of
the different hydrogen bond configurations and the exchange rate between
these configurations dictates the absorption line shapes. In Sect. 7.4.4 an ex-
ample will be provided of how chemical exchange influences the outcome of
nonlinear infrared experiments.

Summarizing, the discussed mechanisms result in spectral substructures
and/or a strong broadening of the overall O−H stretching band, even for
a small number of absorption lines with large Franck-Condon factors. The
different anharmonic couplings transform the hydrogen stretching oscillator
into a vibrational multilevel system with a manifold of transition lines, each
broadened by the solvent modulations.

7.2.3 Calculation of vibrational couplings in hydrogen bonds

Hydrogen bond potential energy surfaces are often dominated by electrosta-
tic interactions and exchange repulsions, but depending on the type of hy-
drogen bond, polarization, charge-transfer, covalent or van der Waals forces
contribute as well [48]. Thus, only a well-balanced theoretical description ac-
curately accounts for the subtle interplay between these physical interactions.
Numerical treatments to account for the anharmonicity of potential energy
surfaces are introduced next, followed by a discussion of the suitability of
different quantum chemical methods to describe hydrogen bonding.
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7.2.3.1 Anharmonic coupling of vibrational modes

Most commonly anharmonically coupled vibrational force fields are calculated
perturbatively by expanding the potential energy surface in a Taylor series
with respect to a suitable set of coordinates {qi} around a reference geometry
usually taken as the equilibrium geometry [49]:

V = V0 +
3N−6∑

i

Φi qi +
3N−6∑

i,j

Φij qiqj

+
3N−6∑
i,j,k

Φijk qiqjqk +
3N−6∑
i,j,k,l

Φijkl qiqjqkql . . . , (7.5)

with the nth order force constants given by

Φijk... =
1
n!

(
∂nV

∂qi∂qj∂qk . . .

)

0

. (7.6)

Cubic anharmonic force constants Φijk describe the coupling between fun-
damental modes and overtone and combination bands (Fermi resonance),
whereas the coupling between overtone or combination states themselves
(Darling-Dennison coupling) is characterized by quartic force constants Φijkl.
The nuclear displacement coordinates qi are usually chosen to be Cartesian, in-
ternal, or normal coordinates. Cartesian coordinates are well-defined and easy
to use but molecular motion may be better visualized using internal coordi-
nates. Internal coordinates such as bond lengths, bond angles, and dihedral
angles are inherently localized as they are confined to 2, 3 and 4 atoms, re-
spectively. The resulting force constants are usually diagonally dominant and
facilitate transfer and comparison between related molecules. Isotope effects
can be readily studied as effective masses for internal coordinates enter the
vibrational Hamiltonian directly. However, curvilinear internal coordinates in-
troduce strong couplings in the kinetic energy operator that are difficult to
calculate for larger systems. When the force constants are related to spec-
troscopic observables, (dimensionless) normal modes are the most common
choice. As normal modes are often delocalized, it is, however, difficult to re-
late them to microscopic (local) properties of the molecule. Delocalized force
constants are not easily transferred from one molecule to another and – in
contrast to Cartesian and internal coordinates – the mass-weighted normal
modes only provide isotope dependent force fields.

While first and second order analytical derivatives of the potential en-
ergy surface are available for most popular quantum chemical methods [50],
higher order force constants mostly have to be determined numerically, ei-
ther by least-square fitting of pointwise calculated multidimensional poten-
tial energy surfaces [51] or by finite difference procedures [52–54]. Nonpertur-
bative approaches to calculate anharmonic coupling such as the vibrational
self-consistent field approach (VSCF) [55, 56], diffusive Monte Carlo meth-
ods [57,58] or grid methods [59–61] have also been put forward.
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The computational treatment of anharmonic coupling in hydrogen-bonded
systems depends on the type of hydrogen bond. Weak hydrogen bonds with
X−H stretching frequencies above 3200 cm−1 can often be sufficiently de-
scribed in the harmonic approximation applying an empirical scaling factor,
or, if not, by an one-dimensional anharmonic correction in the proton co-
ordinate. Hydrogen bonds of intermediate strengths exhibit X−H stretching
frequencies in the range of 2800-3100 cm−1. Here, the potential energy sur-
face along the X−H· · ·Y coordinate develops a shoulder or even a shallow
well for a tautomeric X· · ·H−Y configuration. The potential energy surface
along the proton coordinate becomes broader, the barrier for proton transfer
decreases, and the vibrational energy levels are spaced more closely leading to
a larger frequency shift. Strong hydrogen bonds with X−H frequencies below
2700 cm−1 may even develop a single minimum potential energy surface with
the zero vibrational energy level being above the barrier. In both medium-
strong and strong cases, an explicit anharmonic treatment of at least the
X−H and the X· · ·Y coordinates is advisable. The latter coordinate reflects
hydrogen bond stretching and/or bending modes.

Potential energy surfaces for nonreactive hydrogen bonds have been dis-
cussed until now. The description of reactive dynamics involving large-
amplitude motion is conveniently done within the Reaction Surface Hamil-
tonian approach (for a recent review, see [32]). It combines the exact treatment
of a few large-amplitude coordinates with the harmonic approximation for the
majority of the degrees of freedom. In terms of the anharmonic expansion of
the potential in the vicinity of a minimum this represents an approximation,
that is, only certain terms in (7.5) are preserved [19]. The advantage, however,
is that a full-dimensional simulation becomes possible as long as respective ab
initio computations of the second derivative matrix can be carried out.

Derivatives of the dipole moment µ in the coordinates qi determine in-
frared intensities [62]:

µ = µ0 +
N∑
i

(
∂µ

∂qi

)

0

qi +
N∑
i,j

(
∂µ

∂qiqj

)

0

qiqj + . . . . (7.7)

Linear spectroscopy in the dipole approximation truncates the expansion after
the linear term, an approximation that is also frequently adopted in nonlinear
vibrational spectroscopy [6], although the influence of higher order terms on
infrared intensities has been considered [63–65].

7.2.3.2 Quantum chemistry of hydrogen bonds

A large variety of theoretical methods including mechanical force fields, semi-
empirical and ab initio methods have been applied to describe hydrogen
bonding. The conceptually simplest approach is provided within the frame-
work of classical mechanical force fields [66–68]. Some empirical mechani-
cal force fields simply rely upon electrostatic and van der Waals interactions
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without explicit hydrogen bonding terms. Others modify the parameters and
functional form of the van der Waals interaction, commonly a Lennard-Jones
potential. In some cases directional terms such as (cos θXHY )4 are included
as factors on the distance dependent parts in the Lennard-Jones potential to
account for the hydrogen bond angle θXHY .

Among semiempirical electronic structure methods, older methods such
as CNDO, INDO, MNDO and AM1 are considered inappropriate due to an
overestimation of the exchange repulsion, whereas more recently developed
semiempirical methods such as SAM1 and PM3 are regarded as reasonable
methods for the description of hydrogen bond interactions [48,69].

For ab initio methods the inclusion of electron correlation has been shown
to be essential for an accurate treatment of hydrogen bonds [3, 70]. Hartree-
Fock methods underestimate hydrogen bond energies and are thus inappropri-
ate for a reliable description. In contrast, methods covering correlation effects
explicitly such as second-order Møller-Plesset perturbation theory (MP2),
configuration interaction (CI) or coupled-cluster (CC) methods are well suited
to describe hydrogen bonding. In addition, sufficiently large basis sets, prefer-
ably of polarized triple-zeta quality with diffuse functions, have to be applied.
The finite size of the basis set leads to a source of error in supermolecular
calculations of intermolecular hydrogen bonding, the basis set superposition
error, an artificial overestimation of the complexation energy. For very accu-
rate treatments, this error may be approximately accounted for by the coun-
terpoise correction [71,72].

MP2, CI, and in particular CC methods such as CCSD(T) or CCSDT are
capable of achieving very high accuracy, they are, however, computationally
quite demanding and thus only affordably for smaller systems [73]. Therefore,
approaches are being pursued to study hydrogen bonding with similar accu-
racy to MP2 or higher levels of theory, but with less computational effort. In
particular, density functional theory (DFT) methods became very popular.
Unfortunately, the accuracy of DFT to describe hydrogen bonding depends
on the functional used to approximate the electronic exchange and correla-
tion. DFT methods applying the generalized gradient approximations (GGA)
or hybrid functionals have been shown to perform rather well in describing
thermochemical, structural, and vibrational properties of hydrogen-bonded
systems provided that sufficiently flexible basis sets are used [74]. DFT meth-
ods suffer from the inability to describe energy contributions stemming from
dispersion forces [74]. This applies mainly to weak hydrogen bonds, hydro-
gen bond geometries deviating from linearity and extended hydrogen-bonded
complexes [73, 75, 76]. However, attempts to explicitly include dispersion in-
teraction into DFT methods are underway [77]. Some recently developed DFT
functionals have also been shown to provide reasonably accurate energetic and
geometric predictions for hydrogen bonds to π acceptors [78].

Approximate resolution of the identity (RI) MP2 methods, which are
about one order of magnitude faster than exact MP2 methods, are capable
of an accurate description of hydrogen bonds as well as systems, for which
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the proper treatment of dispersion interaction is essential, e.g. stacked base
pairs [79].

An important and likewise challenging field is the simulation of extended
hydrogen-bonded networks, e.g. liquids such as water or alcohols [80]. Many
studies have used classical molecular dynamics with empirical potentials, often
optimized to reproduce experimentally observable bulk properties [66,81,82].
In recent years, ab initio molecular dynamics have developed into a very pow-
erful tool, which combines molecular dynamics with forces calculated on-the-
fly from electronic structure calculations, in particular with DFT methods
[83–86]. By this means ab initio molecular dynamics of liquid water [87–89],
methanol [90] or hydrated protons in water [91–93] have been investigated.
Because of considerable computational costs, ab initio molecular dynamics
methods are restricted to small system sizes and short trajectories. Therefore,
hybrid high-level/low-level approaches have been designed [94–96]. Hybrid
methods include quantum effects for the electronically active region, whereas
the environment is treated at a lower level of theory, either by lower level
quantum mechanical methods (QM/QM) or by classical molecular mechanics
(QM/MM).

7.3 Ultrafast nonlinear infrared spectroscopy

Ultrafast nonlinear infrared spectroscopy requires femtosecond pulses for res-
onant excitation and probing of vibrational transitions. Pulses of microjoule
energy are necessary to induce a nonlinear vibrational response because of
the comparably small cross sections of vibrational absorption on the order of
σ = 10−18 − 10−19 cm2. So far, ultrafast dynamics of hydrogen bonds have
been studied in the frequency range from 500 to 4000 cm−1 (wavelength range
20 to 2.5 µm) with the main emphasis on O−H and N−H stretching vibrations.
Microjoule pulses with a duration of 40 - 250 fs have been generated through-
out this range by nonlinear optical frequency conversion. A brief review of the
relevant techniques has been given in [7].

Ultrafast vibrational spectroscopy does not only enable the determination
of real time dynamics of vibrational states. With the bandwidth of the laser
pulses the potential of exciting a collection of vibrational states into a coherent
superposition can be explored as well [8,9,11,13,20–22,24,27]. The multilevel
character and the coherent nature of X−H stretching excitations in hydrogen
bonds have to be taken into account to describe the observed nonlinear signals.

Theoretical descriptions of nonlinear experiments often rely on perturba-
tion theory [40, 47]. In addition to the material response, the applied light
fields Ei(t) interacting at three different times govern the third-order nonlin-
ear polarization P (3)(t):

P (3)(t) =
∫ ∞

0

dt3

∫ ∞

0

dt2

∫ ∞

0

dt1 S(3)(t3, t2, t1)

×E3(t− t3)E2(t− t3 − t2)E1(t− t3 − t2 − t1) . (7.8)
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Fig. 7.4. Double sided Feynman diagrams used to describe nonlinear infrared exper-
iments. Diagrams I-IV describe echo-generating (rephasing) Liouville space path-
ways, while diagrams V-X symbolize nonrephasing pathways. For two-level systems
only diagrams I, II, V, and VI contribute, whereas diagrams III, VII, IX and X
have to be added for three-level (vibrational ladder) systems. Diagrams IV and VIII
take into account the population relaxation to a hot ground state, as indicated by
the horizontal dashed line.

Here, S(3)(t3, t2, t1) is the third-order response function:

S(3)(t3, t2, t1) =
X∑

α=I

Rα(t3, t2, t1) , (7.9)

which is a system property containing all information that potentially can be
obtained from a system by means of third-order spectroscopy (for an applica-
tion in electronic spectroscopy see Chapter 8) . To determine the different
light-matter interactions that are possible in nonlinear vibrational experi-
ments, double-sided Feynman diagrams are a standard means of depicting the
possible Liouville space pathways. Due to the multilevel nature of hydrogen-
bonded X−H oscillators 10 different diagrams often have to be considered
(Fig. 7.4) [12,40,97].

Diagrams I-IV are denoted as rephasing pathways due to the time reversal
of the system evolution in period t3 after a coherence period t1 and a popu-
lation period t2. Diagrams V-X, on the other hand, do not cause a rephasing.
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Diagrams III, VI, IX, and X have to be implemented for vibrational lad-
der systems. Diagrams II, III, VI, and VII diminish in importance upon T1

(population) relaxation. Diagrams IV and VIII have been implemented to
describe an effective five level system of hydrogen-bonded X−H stretching
vibrations (see Sect. 7.3.1). For each Liouville space pathway α = I, ..,X a
specific material response function Rα(t3, t2, t1) can be defined, depending
on the particular diagonal and off-diagonal elements of the density operator
through which the system evolves in the three different time periods. Explicit
equations can be found in Sect. 3.2 in the overview [7]. In the following dif-
ferent forms of nonlinear vibrational spectroscopy that have been pursued in
the investigation of hydrogen bond dynamics are described.

7.3.1 Pump-probe spectroscopy

Pump-probe spectroscopy is conventionally used to follow the population ki-
netics upon an excitation of the v(νXH) = 0 → 1 transition. This implies that
measurements are made in the well-separated pulse regime, i.e. when pump
and probe pulses do not overlap in time and additional signal contributions
caused by alternate order in the field interactions can be discarded [47]. In this
well-separated pulse regime the time-dependent populations can be followed
using a probe pulse in spectrally integrated fashion (with a single detector)
or, by taking advantage of the large pulse bandwidth, after spectral dispersion
with a monochromator (Fig. 7.5a-c). In the case of Fig. 7.5a the spectrally
integrated absorption change ∆α(ωpr) measured by a probe pulse with carrier
frequency ωpr is proportional to [47,98]:

∆α(ωpr) ∝
Im
∫∞
−∞ dt E∗

pr(t) × P (3)(t)∫∞
−∞ dt |Epr(t)|2

. (7.10)

Here Epr(t) is the time-dependent electrical field of the probe pulse and
P (3)(t) is given by (7.8). For spectrally resolved detection of the probe pulse
(Fig. 7.5b,c), the measured signal is given by:

∆α(ωpr) ∝
|Epr(ω)|2 Im

(
P (3)(ω)/E∗

pr(ω)
)

∫∞
0

dω |Epr(ω)|2
. (7.11)

As a consequence of a significantly large diagonal anharmonicity of X−H
stretching vibrations, the v(νXH) = 0 → 1 and v(νXH) = 1 → 2 transitions
are centered at different spectral positions [40], separated by an anharmonic
shift of up to several hundreds of wavenumbers (see Fig. 7.6). Thus, after
excitation of the X−H stretching vibration, one observes the ground state
v(νXH) = 0 → 1 bleaching and excited state v(νXH) = 1 → 0 stimulated
emission, both leading to a decrease of absorbance at the frequency position
of the X−H stretching band observed in the linear IR spectrum. In addition,
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Fig. 7.5. Schematics of nonlinear spectroscopy techniques: (a) spectrally integrated
pump-probe; (b) spectrally resolved pump-probe; (c) 2D-IR pump-probe; (d) homo-
dyne (intensity) detected photon echo; (e) heterodyne (amplitude) detected photon
echo with local oscillator LO; (f) heterodyne (amplitude) detected photon echo using
spectral interferometry with local oscillator (2D-FT-IR).

a transient red-shifted absorption occurs on the v(νXH) = 1 → 2 transition,
decaying upon v(νXH) = 1 population relaxation.

From a large collection of experimental work the conclusion has been drawn
that the v(νXH) = 1 state does not relax directly back to the v(νXH) = 0
state, leading to a disappearance of the bleach signals [8,9,12,13,20,24,99–101].
Instead, the short-lived v(νXH) = 1 state, often with sub-picosecond lifetimes,
redistributes vibrational excess energy into other modes actively involved in
the hydrogen bond motions, such as the X−H bending and the hydrogen
bond low-frequency modes (Fig. 7.6). Subsequently, energy dissipation to the
solvent (vibrational cooling) occurs on longer time scales on the order of pi-
coseconds to hundreds of picoseconds. In this hot ground state configuration
the X−H stretching mode is not excited, but its transition v(νXH) = 0′ → 1′

is frequency up-shifted due to anharmonic coupling to the transiently highly
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Fig. 7.6. Level structure implementing the v(νXH) = 0, v(νXH) = 1, and v(νXH) =
2 states of the X−H/X−D stretching mode, as well as the two levels of the hot
molecule generated upon population relaxation of the v(νXH) = 1 state.

populated hydrogen bond modes. In contrast, when X−H bending vibrations
relax into the hot ground state upon intramolecular vibrational energy redis-
tribution (IVR), red-shifting is observed [25,28,31], in accordance with more
typically found negatively valued anharmonic couplings between intramolec-
ular vibrational modes [62,102,103].

Besides the investigation of population dynamics, pump-probe spectroscopy
can be used to examine coherent vibrational dynamics. The anharmonic cou-
pling between the X−H stretching and low-frequency hydrogen bond modes
allows for the preparation of a coherent superposition of vibrational eigen-
states of these low-frequency modes by exciting the stretching vibration with
a broadband pump pulse (see Fig. 7.2a). This effect has been explored in
medium strong hydrogen-bonded molecular systems (see Sect. 7.5).

Finally, the probe pulse can also be tuned to the fingerprint region [23,25].
In this two-color pump-probe experiment one can follow the dynamics of fin-
gerprint vibrations upon excitation of the X−H stretching mode. Here the idea
is to explore the population kinetics after the decay of the v(νXH) = 1 state,
where the IVR pathways and vibrational energy dissipation into the solvent
are of main interest. Population relaxation of X−H stretching vibrations in
hydrogen-bonded systems is of ultrafast nature, because the v(νXH) = 1 state
is close in energy to the bending v(δXH) = 2 overtone state (Fig. 7.3a,b), but
also other overtone and combination levels may play a role. These overtone
and combination states may facilitate vibrational energy relaxation pathways.
It should be noted that changes of vibrational population induced by an IR
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pump pulse have also been probed by spontaneous anti-Stokes Raman scat-
tering of a visible or near-infrared pulse [104–106]. The detection of the weak
Raman signals remains a challenge, even when resonance enhancement is used
by tuning the Raman probe pulse to an electronic transition [106].

7.3.2 Photon-echo spectroscopy

Femtosecond four-wave mixing spectroscopy allows for directly monitoring
the macroscopic nonlinear polarization dynamics [107, 108], with which the
coherence dynamics of X−H stretching vibrations can be followed in real-time
[10,12,21,22,26,27,109–121]. In general, vibrational photon echo spectroscopy
involves the resonant interaction of two or three laser pulses with carrier
frequencies ωi and propagation directions ki (see Fig. 7.5d-f). Here the first
pulse generates a coherent superposition of the v(νXH) = 0 and v(νXH) = 1
states, which then evolves during the first pulse delay period (coherence time
τ). A second pulse converts the phase information into a frequency population
grating in the v(νXH) = 0 and v(νXH) = 1 states. After a second pulse
delay period (population time T ) a third pulse converts the phase information
again into a coherence. When the phase information has not been lost due to
dephasing and spectral diffusion a macroscopic photon echo signal appears in
the phase-matched directions k3 + k2 − k1 and k3 − k2 + k1. The photon echo
signal can either be homodyne-detected in a time integrated way (Fig. 7.5d):

Ihom(τ, T ) ∝
∫ ∞

−∞
dt
∣∣∣P (3)(τ, T, t)

∣∣∣
2

, (7.12)

or heterodyne-detected by convoluting it with a fourth phase-locked light pulse
serving as local oscillator (LO). The heterodyne-detected signal can either
be recorded by scanning the pulse delay between echo and local oscillator
(Fig. 7.5e) [122]:

Ihet(τ, T, t) ∝ Im
∫ ∞

−∞
dt′
{
E∗

LO(t′ − t)P (3)(τ, T, t′)
}

, (7.13)

or by Fourier transforming the signal with a monochromator and recording it
as a spectral interferogram (Fig. 7.5f) [123]:

Shet(τ, T, ω3) ∝ Re
{
E∗

LO(ω3)P (3)(τ, T, ω3)
}

, (7.14)

that can be converted into a two-dimensional spectrum:

Shet(ω1, T, ω3) ∝ i sign(ω3)
∫ ∞

−∞
dτP (3)(τ, T, ω3) exp (iω1τ) , (7.15)

provided the relative phase between the LO and signal fields has been deter-
mined.

Different aspects of the vibrational dynamics can be probed by a specific
choice of pulse delays τ and T . These different situations are:
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1) Transient grating (TG) scattering, where the first pulse delay τ = 0. A
population grating is generated by pulses 1 and 2, and the signal diffracted
from this grating as function of pulse delay T , is a direct measure of processes
affecting this grating, such as population relaxation or rotational diffusion
[124–126].

2) Two pulse photon echo (2PE), where the second pulse delay T = 0. A
macroscopic polarization due to a coherent superposition generated by the
first pulse is allowed to dephase during the coherence time τ , after which
the interactions with pulses 2 and 3 invert the coherent superposition, and a
rephasing of the macroscopic polarization can occur [10,127–129]. Only when
inhomogeneity exists during the pulse sequence, a macroscopic photon echo
is generated.

3) Three pulse photon echo (3PE), where both pulse delays τ and T are
scanned. With a 3PE photon echo signal one can fully explore the dephasing
and spectral diffusion dynamics affecting the spectral line shapes [130].

4) Three pulse echo peak shift (3PEPS), where the maximum of the echo sig-
nal along the coherence time τ is monitored as function of the population time
T [12,131,132]. The decrease of this signal directly reflects the diminishing of
the spectral inhomogeneity in time. For two-level systems it has been shown
that the 3PEPS-signal mimics the frequency fluctuation correlation function
C(t) for pulse delays T at which temporal overlap between the three pulses is
negligible.

5) Two-color three pulse photon echo (2ω3PE), where phase information is
written into the inhomogeneously broadened transition of one particular tran-
sition, and afterwards detected by generating an echo from a second molecu-
lar transition by the third pulse [133]. This experimental configuration may
provide insight into correlated frequency fluctuations for two molecular vi-
brations [120, 134, 135], e.g., the same microscopic solvent motions may be
responsible for phase memory loss for the X−H stretching and X−H bending
vibrations in a particular hydrogen bond.

7.3.3 Multidimensional spectroscopy

Until now well-established nonlinear spectroscopic techniques have been de-
scribed providing insight into the vibrational dynamics of hydrogen-bonded
systems, such as IVR, population relaxation, coherent wave packet motions,
dephasing and spectral diffusion. Typically the information obtained is de-
picted in the time domain. However, the multilevel nature of the molecular
vibrations that characterize hydrogen bonds has still many features that neces-
sitate novel methodology, e.g., to elucidate questions such as the connectivity
of energy levels, the cross relaxation between levels and the discrimination
between different mechanisms of dephasing. Recent developments in multidi-
mensional infrared spectroscopy have led to significant advances in deciphering
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the dynamics of complex multilevel systems. In these multidimensional nonlin-
ear techniques the information on the molecular systems is typically mapped
out in the frequency domain. Most papers in the field of multidimensional
infrared spectroscopy treat the response of amide I vibrations in peptides and
proteins [40, 122, 136], as well as other systems [65, 137], and recent exten-
sions use the structure resolving method on transient states [138, 139]. The
purpose of this section is to indicate different methodological approaches for
multidimensional spectroscopy and to provide the underlying similarities in
terms of information obtained, and differences with respect to experimental
limitations.

In NMR spectroscopy multidimensional nonlinear techniques have been
extremely successful in the study of such properties [140]. The transferability
of the concepts of multidimensional NMR spectroscopy to IR spectroscopy
has been postulated already in the earliest publications on two-dimensional
NMR [141], however, the first two-dimensional IR spectrum was measured
only recently [142]. The essential idea of 2D-IR spectroscopy is the following:
A relatively narrow band pump-pulse, or a sequence of two subsequent broad
band pulses, excite a vibrational state, and a delayed probe pulse measures
the response of the directly pumped transition, as well as that of any other
transition. The first response gives rise to a so-called diagonal contribution,
whereas the second response gives rise to a cross-peak (off-diagonal peak),
which reports on the connectivity of pumped and probed transitions. It has
been shown that the connectivity between two states can be related to the
geometry of a molecule, as well as to exchange processes between various
conformations of a molecular system. In particular, the connectivity can be
related to local contacts, which is the basic principle of structure determina-
tion both in 2D-NMR and 2D-IR spectroscopy. All basic NMR experiments
(EXSY, NOESY) have been demonstrated also in the IR range, with the
important difference that the IR experiment is intrinsically the – by many
orders of magnitudes – faster method. This allows one to follow or to freeze in
even the fastest motions of molecular systems on a picosecond or even faster
timescale.

While this first 2D-IR experiment was a quasi-frequency domain double
resonance experiment, a technique that has been developed further [135,136,
138, 139, 143–147], time domain pulsed Fourier transform IR techniques have
been devised meanwhile, mostly applied to amide I and carbonyl stretching
vibrations [65, 122, 137, 148–153], but also on X−H/X−D stretching vibra-
tions [26, 27, 97, 109–121, 154–158]. In the following the frequency and time
domain approaches of 2D-IR spectroscopy, concerning the potential informa-
tion content as well as regarding technical issues, are compared.

The principles of the two experimental implementations of 2D-IR spec-
troscopy are shown in Fig. 7.5:
1) Double-resonance spectroscopy (also called dynamic hole burning): The
double-resonance experiment is essentially a conventional pump-probe ex-
periment (Fig. 7.5c). An intense ultrashort (typically 100 fs) IR laser pulse
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Fig. 7.7. Frequency vs. time domain 2D-IR method. Pulse sequence of the dou-
ble resonance experiment of Fig. 7.5c in the time domain (a) and in the frequency
domain (c). The corresponding representation of the pulsed Fourier transform ex-
periment of Fig. 7.5e is shown in (b) in the time domain and in (d) in the frequency
domain.

[159, 160], the bandwidth of which (≈200 cm−1) covers the whole spectral
range of interest, is split into a pump and a probe beam. The difference be-
tween the double-resonance experiment and the conventional pump-probe ex-
periment of Fig. 7.5b is the adjustable Fabry-Perot filter which the pump
beam passes before reaching the sample. It consists of two partial reflectors
separated by a distance which is regulated by a feedback-controlled piezo-
electric mount. It slices out a narrow-band pump pulse (typical bandwidth
5-15 cm−1), the center frequency of which is controlled by the computer. In
this way two frequencies are defined, the center frequency of the pump pulse
and the probe frequency. These are the frequency axes used in the 2D-IR
spectrum. Hence, in a 2D-IR spectrum, each (horizontal) cut in the probe
frequency direction represents a transient absorption spectrum obtained by
pumping at the frequency on the pump (vertical) axis.

2) Pulsed Fourier transform 2D spectroscopy (also called heterodyne-detected
photon echo spectroscopy): The pulsed Fourier transform experiment is based
on a three-pulse photon echo experiment, as described in the previous section
(Fig. 7.5e,f). The generated third-order field is 2D-Fourier transformed with
respect to times τ (the time between the first and the second pulse) and t
(the time after the third pulse), generating a 2D-IR spectrum as a function
of two frequencies ω1 and ω3. In order to perform the Fourier transform,
one needs to know the electric field irradiated by the third-order polarization
(see (7.8)), rather than the time-integrated intensity, which is what ’normal’
square law detectors measure. This is the reason for using the heterodyne-
detected version of photon echo spectroscopy (Fig. 7.5e,f). The interferometric
superposition of echo signal and local oscillator can either be performed in the
time domain (by scanning the time and phase of the local oscillator) or in the
frequency domain (by spectrally dispersing both beams in a spectrograph).
The outcome of the interferometric superposition depends on the optical phase
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between first and second pulse as well as of the third and local oscillator pulse,
(φ1 − φ2) + (φ3 − φLO), which is why the requirements on the mechanical
stability of the setup and an accurate measurement of the phase are high.
Schemes utilizing intrinsic [123] and active [161] phase stabilization have been
proposed recently.

Principally speaking, the two types of experiments can be looked at both in
the time (Fig. 7.7a,b) and in the frequency (Fig. 7.7c,d) domains and both are
connected through a simple Fourier transformation. Yet, the more intuitive
picture is the frequency domain picture for double-resonance spectroscopy
and the time domain picture for pulsed Fourier transform spectroscopy. In
the double-resonance experiment, a (relatively) narrow band pump pulse fre-
quency selectively excites a transition (i.e. burns a hole), and a broad band
probe beam probes the response of other (but the excited) transitions. If such
a response exists, a cross peak shows up in the 2D-IR spectrum, which reports
on the connectivity of pumped and probed transition.

For pulsed Fourier transform spectroscopy, where the natural language
works in the time domain, a frequency domain picture can also be adapted:
The pulse sequence of first two pulses produces a frequency grating with a
spacing that depends on the coherence time τ . That is, the pulse sequence
produces a ’hole-burning’ pulse with sinusoidal shape (Fig. 7.7d), and one
needs a Fourier transform to regain the spectral information. In the same way,
one could also look at the double resonance experiment in the time domain,
where the Fabry-Perot filter produces a sequence of exponentially decaying
phase-locked pulses (Fig. 7.7a).

Almost all optical 2D experiments published so far are third-order exper-
iments in the weak field regime, in which a power expansion of the nonlinear
response in terms of the electric field of the incident pulses is well justified [47]
(exception to the rule is the reported optical 2D spectral study of atomic Rb
vapor that is clearly not in the weak field regime [162]). It is important to
note that the emitted polarization P (3)(t) of (7.8) is linear with respect to
the field of each interaction Ei. Therefore, at least principally speaking, the
information content of frequency and time domain approaches are absolutely
identical and are connected through a simple Fourier transformation. It is
mostly practical issues by which both methods differ.

In the case of NMR, pulsed Fourier transform methods became much more
widespread than frequency domain methods soon after their introduction,
partly due to greater sensitivity because of their multiplex advantage, but also
due to their greater experimental versatility. However, it is important to keep
in mind that modern NMR spectroscopy works in the limit of strong fields (π/2
and π pulses in most cases). Hence, in contrast to 2D-IR spectroscopy, a simple
Fourier relation between time-domain and frequency domain experiments does
in general not exist.
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7.4 Disordered hydrogen-bonded liquids

Most ultrafast infrared spectroscopic studies on ultrafast structural dynam-
ics of hydrogen-bonded liquids have until now dealt with isotopically diluted
samples, e.g. either X−H stretching vibrations in a solvent bath consisting
of X−D oscillators, or vice versa. Isotopically diluted samples avoid the ex-
perimental limitation of handling extremely thin samples due to the large IR
cross sections in neat liquids. However, isotopic dilution implies different vi-
brational systems, accompanied by different energy levels and couplings that
may have different vibrational dynamics. In this Section the discussion on
disordered hydrogen-bonded liquids first focuses on results obtained on the
coherent response of isotopically diluted water and neat liquid water, before
discussing vibrational energy redistribution and relaxation of water. The Sec-
tion concludes with an example of chemical exchange in hydrogen-bonded
systems. An extensive discussion on other hydrogen-bonded liquids is given
in the recent overview [7].

7.4.1 Coherent response of isotopically diluted water

Protic solvents, such as water and alcohols, form extended hydrogen-bonded
networks connecting the molecules that are, however, continuously changing
in configuration and hydrogen bond strengths. As a result, the correlation
between hydrogen bond distance (strength) and IR transition frequency of
the X−H stretching oscillator [33–35, 163, 164] becomes somewhat blurred
[165–167], and additional orientational parameters, such as the hydrogen bond
angle, play a role [165, 166]. Nevertheless, when a particular molecule has its
X−H stretching frequency at a particular value, it corresponds to a particular
hydrogen bond structure. Dynamical properties of the X−H stretching oscil-
lator, such as dephasing, spectral diffusion, anisotropy decay, and population
relaxation, are thus intimately correlated to fluctuations in the hydrogen bond
network.

Water has attracted the most attention in the family of protic solvents,
because of its utmost important role in nature. The structure and dynamics of
water as a liquid remains an intense subject of debate as indicated by recent
numerous studies ranging from experiment [168–172] to theory [81, 173–176].
Until now most studies on the vibrational dynamics of hydrogen bonds in wa-
ter have focused on the dephasing and spectral diffusion of isotopically diluted
water, i.e. on the O−H stretching transition of HOD in D2O, and on the O−D
stretching band of HOD in H2O. The first photon echo on HOD in D2O was re-
ported by Stenger et al. (Fig. 7.8) [10], where the fast dephasing time of 90 fs
was ascribed to the combined effect of large diagonal anharmonicity of the
O−H stretching oscillator and the fast solvent fluctuations of D2O [177,178].
For the HOD/D2O system a full determination of the frequency fluctuation
correlation function C(t) has been achieved with three pulse photon echo peak
shift (3PEPS) measurements using homodyne detection. In the early work by
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Fig. 7.8. (a) Homodyne detected 2PE signal of HOD in D2O (solid dots), as
recorded by tuning the excitation pulses near the maximum of the O−H stretch-
ing band. The open circles indicate the time resolution as measured in a CaF2

sample. The solid line is a fit of the echo data assuming homogeneous broadening
(T2 = 90 fs) and frequency fluctuations on (sub)picosecond time scales; (b) 3PEPS
signals of HOD in D2O recorded by excitation at 3300 (red line), 3400 (green line)
and 3500 cm−1 (blue line); (c) Calculated 3PEPS signals, where the frequency corre-
lation function C(t) was described using an instantaneous δ-component (leading to
an effective T2 = 90 fs), and two components with 700 fs and 15 ps decay constants.

Stenger et al. the bandwidth of the laser pulses was smaller than the O−H
stretching line width of HOD in D2O (pulse duration ∼ 150 fs) [12]. A time
dependence of the 3PEPS-signal was reported with a delayed rise on a time
scale of 1-2 ps for excitation on the low-frequency side of the O−H stretching
band that clearly does not mimic the temporal behavior of C(t) (see Fig. 7.8).
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Using the five level system of Fig. 7.6, this effect has been explained to be
the result of a cancellation effect, decreasing its magnitude as function of the
population lifetime T1, of signal contributions described by Liouville space
pathways that follow the ground state (diagram I of Fig. 7.4) and those that
follow the excited state (diagrams II and III of Fig. 7.4) during the popu-
lation time period T . In contrast, when much larger pulse bandwidths are
used (pulse duration ∼ 50 fs), covering approximately the full fundamental
v(νOH) = 0 → 1 O−H stretching band as well as most of the v(νOH) = 1 → 2
excited state absorption, a delayed rise has not been detected in 3PEPS mea-
surements [111, 112, 179]. It appears that the cancellation effect will be less
pronounced when the laser bandwidth covers the resonances of the funda-
mental v(νOH) = 0 → 1 and excited state v(νOH) = 1 → 2 transitions. The
same approach of Stenger et al. has recently been used to interpret the results
of a photon echo spectroscopic study of the dephasing and spectral diffusion
dynamics of the N−H stretching mode of DCONHD in deuterated formamide
DCOND2 [97].

From the 3PEPS experiment by Stenger et al. a temporal behavior C(t)
has been derived that has been approximated with three time components
(δ(t) (i.e. an infinitely small time constant), 700 fs and 5-15 ps). In the same
work it has been noted that an equally satisfying simulation result had been
obtained by using two time components (δ(t) and 2 ps) [12]. Recent echo
measurements on the O−H stretching transition of HOD/D2O with improved
time resolution have led to the determination of the multicomponent temporal
behavior of C(t), with the shortest characteristic time constant ranging from
50-130 fs, whereas the long tail approximates an exponential decay behavior
with a 1-1.5 ps time constant [109, 111, 112, 179]. Similar behavior has been
found for the O−D stretching band for HOD in H2O [113–115]. Since the
O−D stretching lifetime T1 of HOD in H2O is ∼ 1.8 ps as opposed to ∼ 0.7 ps
for the O−H stretching excited state for HOD in D2O, the echo decay can be
probed for a larger time range before the effects of the energy redistribution
and thermalization set in.

Only in the case of HOD/D2O 3PEPS measurements have been reported
to show a recurrence with a period of 180 fs, suggesting that the O−H stretch-
ing mode of HOD is anharmonically coupled to the low-frequency hydrogen
bond stretching mode that is underdamped with a frequency of 160 cm−1

[111,112,179]. A low-frequency recurrence has not been reported for the case
of HOD/H2O even though a similar time resolution was effective [113–115],
which may hint at a smaller magnitude of anharmonic coupling between the
O−D stretching vibration and the hydrogen bond stretching mode with the
surrounding solvent.

More insight can be obtained by comparison of experiment and theory.
For the latter mixed quantum/classical studies have been pursued. Until now
only numerical studies of vibrational dynamics in isotopically diluted water
have been reported. Here the intramolecular modes of the solute HOD (O−H
and O−D stretching and the H−O−D bending modes) have been treated
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quantum mechanically, whereas the remaining degrees of freedom, in par-
ticular the hydrogen bond modes, have been treated classically. Whereas it
seems plausible to describe the low-frequency translational hydrogen bond
stretching modes between solute and solvent classically, this is not warranted
for the librational (hindered rotational) modes, that typically have frequen-
cies between 500-800 cm−1, with a tail extending up to 1600 cm−1. Several
numerical approaches have been reported with which one can describe the vi-
brational dynamics. In one class of simulations the same molecular dynamics
(MD) force field has been applied to describe solvent, solute and the solute-
solvent interaction. This has been used to describe the water monomer and
static water clusters [180–183]. In another class of calculations a classical
MD field describes the solvent and solute-solvent interaction, whereas the
solute vibrations are subject to a different field adapted to fit experimen-
tal findings [165–167, 184, 185]. In this approach polarizable force fields can
be implemented [115, 186]. In a third class of modeling an MD force field
is applied on the solvent only. The solute-solvent interaction and the solute
have been estimated by a map accounting for the electrostatic field gener-
ated by the solvent field [111, 112, 187, 188]. The importance of electrostatic
fields on the vibrational line shapes and nonlinear response has been recog-
nized [111, 112, 189, 190]. Quantum corrections need to be considered in the
calculation of vibrational line shapes and the nonlinear response [191]. Com-
parison between experiment and numerical simulations have led to the con-
clusion that the temporal behavior of C(t), in particular the extended tail
on picosecond time scales, is better described with polarizable water mod-
els [115,186,188].

Comparison between experiment and theory provides insight into the un-
derlying mechanisms that dictate the temporal behavior of C(t). It should be
emphasized that dissection of C(t) into a number of exponentially decaying
functions does not necessarily imply an equal amount of underlying micro-
scopic processes. The long time tail of C(t) has been associated with more
drastic rearrangements of hydrogen bonds, such as hydrogen bond breaking
and formation [113, 115, 166] and rotational diffusion [166, 192] of the solute
HOD molecule, but also more collective hydrogen bond network rearrange-
ments [112,188]. The recurrences at early times have been ascribed to under-
damped motion of the translational stretching mode [111,112,165,166]. Faster
dynamics on a time scale of ∼50 fs also appears in the calculated correlation
functions. However, as librational modes have not been explicitly implemented
in the numerical routines, one cannot directly assign these early time dynam-
ics in the calculated C(t) to be due to librational motions. Thus, to validate
the proposed explanation for the fastest dynamics observed in 3PEPS exper-
iments on HOD/D2O [112, 179], and in 2D photon echo experiments on neat
H2O [26] (see below), it is important to include librational modes explicitly
in the numerical studies.

As a final note it should be mentioned that work has been reported on two-
dimensional infrared photon echo spectroscopy of the hydrogen bond dynamics
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of methanol-OD oligomers [118, 119, 155] and of N,N-dimethylacetamide and
pyrrole in benzene solution [120].

7.4.2 Coherent response of neat liquid water

The vibrational dephasing and spectral diffusion of neat water has only re-
cently been addressed in a heterodyne detected photon echo experiment [26].
The high optical density of the O−H stretching mode in neat H2O and par-
asitic window signals in conventional samples have so far hindered attempts
to access the fastest relaxation processes of liquid water. In the photon echo
study of neat liquid water it has been shown that thin (800 nm) Si3N4 windows
negligibly contribute to the nonlinear response. As a result the fastest dynam-
ics of water (500 nm thickness) at room temperature has now been determined
with 70 fs time resolution. From these experiments it has been possible to tem-
porally resolve for the first time the anisotropy decay (occurring with a 75 fs
time constant), providing insight into the coupling strengths between neigh-
boring water molecules (Fig. 7.9). Earlier reported work has only indicated
an upper limit for the anisotropy decay in neat water [193]. The spectrally re-
solved grating scattering and the 2D correlation spectra (Fig. 7.10) show that
spectral diffusion fully occurs within 50 fs. This is much shorter than the time
scale on which the hydrogen bond stretching mode can respond to excitation
of the hydrogen O−H stretching oscillator (∼200 fs period of a low-frequency
of 170 cm−1), whether underdamped or overdamped. Only librational modes,
strongly coupled to the O−H stretching oscillator, and highly susceptible to

Fig. 7.9. Anisotropy decay of the transient grating scattering signal of the O−H
stretching transition of neat H2O (red line) and of 13 M HOD in D2O (blue line).
The temporal resolution is indicated by the black dashed curve.
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Fig. 7.10. Absorptive components of the three-pulse photon echo signal of pure
H2O for population times T = 0, 50 and 100 fs. The inhomogeneity, as indicated by
the skewness of the positive peak along the diagonal in the T = 0 fs spectrum, has
almost completely disappeared in the T = 50 fs plot, clearly indicative of the rapid
dephasing and ultrafast memory loss of the O−H stretching polarization in H2O.

the fluctuating hydrogen bond network, can be assigned as the reason for this
ultrafast spectral diffusion. These recent experimental results on neat water
emphasize the necessity of theoretical studies on the determination of the cou-
plings of librational modes with the O−H stretching oscillator [194], as well
as intermolecular resonant vibrational energy transfer [195, 196], fluctuations
of the hydrogen bond network of neat water [176, 197], and reorientational
dynamics [198].

7.4.3 Vibrational energy redistribution and relaxation
of O−H/O−D stretching and bending vibrations in water

When a molecular vibration is excited, couplings with the other molecular
normal modes cause IVR, and intermolecular vibrational excitation exchange
(vibrational energy relaxation, VER) [199–201]. IVR may lead to recurrences
in vibrational excitation for isolated small molecules in the gas phase. The
sizeable number of degrees of freedom in large molecules provide an efficient
intramolecular heat bath. For VER to surrounding molecules, e.g., solvent
shells, the vibrational energy transfer occurs in one direction and a true dis-
sipation takes place. The anharmonicities of molecular vibrations involved
in the hydrogen bond are significant. As a result, these vibrational modes
(e.g., in-plane and out-of-plane X−H bending, librational and hydrogen bond
stretching modes) are the first candidates to accept the vibrational energy
corresponding to one quantum of X−H/X−D stretching vibration. This vibra-
tional redistribution process occurs on ultrafast time scales: the X−H/X−D
stretching oscillator in a hydrogen bond has a vibrational population time
T1 of ∼ 1 ps or less [7], typically much faster than VER to the solvent, and
certainly faster than the time scale of a full thermalization of the vibrational
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excess energy, i.e., when a Boltzmann distribution is reached over all vibra-
tional modes of solute and solvent with an elevated temperature. Despite the
fact that only in the case when a full equilibration is reached, and a vibrational
temperature can be defined, the situations of elevated population numbers of
a fraction of intramolecular vibrational modes – while the X−H/X−D stretch-
ing vibration has returned to the v(νOH) = 0 state – have been described as
hot ground states (cf. Sect. 7.3.1 and Fig. 7.6).

The magnitude of anharmonic couplings of the X−H/X−D stretching os-
cillator with other modes dramatically increase with increasing hydrogen bond
strength. The increased frequency down-shift of the X−H/X−D stretching
band with increasing hydrogen bond strength may lead to a more efficient
Fermi coupling with the X−H/X−D first overtone band, and often this has
been assumed to be the relaxation pathway for the X−H/X−D stretching
excitation, although direct evidence that IVR occurs along this pathway has
until now been only scarcely reported (see Sect. 7.5.2) [25].

Water has three intramolecular degrees of freedom [62,104]. For HOD these
are the O−H and O−D stretching and the H−O−D bending modes, each with
distinct transition frequencies. In H2O, on the other hand, the antisymmet-
ric and symmetric O−H stretching modes have similar transition frequencies,
whereas the O−H bending fundamental frequency is about half of the stretch-
ing frequencies. In the case of HOD in H2O or D2O a significant frequency
mismatch of 500 cm−1 exists between the v(νOH) = 1 and v(δHOD) = 2
levels [184, 201, 202]. Here the O−H stretching vibration may dissipate the
excitation energy through the bending pathway, but the involvement of the
hydrogen bond modes (librations, hydrogen bond stretching modes with the
H2O or D2O solvent bath) should play an active acceptor role in the pri-
mary step in energy redistribution as well. In contrast, for neat liquid H2O
the energy mismatch between the v(νOH) = 1 and v(δHOD) = 2 levels is
minor, and within the spectral width of the O−H stretching vibration a clear
overlap exists. Energy redistribution through the bending pathway is - thus
- much more facilitated by the vibrational mode structure of the hydrogen-
bonded H2O molecule, although here also the excess energy has eventually to
be channeled into the hydrogen bond network vibrational modes.

The bending vibration of any isotopomer of water (HOD, H2O, D2O) is the
intramolecular degree of freedom with the lowest fundamental frequency. As a
result, population relaxation of the bending mode can only proceed by dissi-
pation into the intermolecular modes of the hydrogen bond network, making
the bending vibration an ideal means for studies of energy transport through
the hydrogen bond network triggered by initial local vibrational excitation.

Measurements of the O−H stretching population relaxation for isolated
non-hydrogen-bonded H2O molecules dissolved in CDCl3 have resulted in a
T1 time of 36 ps for the asymmetric O−H stretching vibration [203,204]. Iso-
lated HOD molecules dissolved in acetonitrile have an O−H stretching lifetime
value of T1 = 12ps, whereas an increased HOD fraction leads to a gradual
decrease of this value approaching that of HOD in D2O (T1 = 0.7 ps) [205].
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Fig. 7.11. (a) Linear vibrational absorption spectrum of pure H2O, showing the
O−H bending band and a broad librational absorption (blue line) as well as the
spectral bandwidth of the IR pump pulse (gray curve); (b) Transient infrared spectra
of H2O measured with pump pulses centered at 1650 cm−1, showing the v(δOH) =
0 → 1 bleaching and an extremely broad v(δOH) = 1 → 2 excited state absorption.
After population relaxation of the bending vibration one finds a frequency red-
shifted v(δOH) = 0′ → 1′ absorption of the hot bending ground state, as well as a
red-shifted librational band; (c) Transient infrared spectra of H2O in the bending
and librational frequency region measured with pump pulses centered at 3150 cm−1,
pumping the O−H stretching band.

This decrease with increasing water fraction is accompanied by a frequency
down-shift of the O−H stretching band. Here it has been argued that the
frequency red-shift of the O−H band upon hydrogen bonding results into
a more efficient Fermi coupling with the bending overtone, with a shorter
O−H stretching T1 population lifetime as a result. This argument has also
been used to explain the decrease of the O−H stretching lifetime for liquid
H2O, measured to be 200 fs for neat water [26,100,206]. The bending overtone
for the H2O is located around 3250 cm−1, whereas for HOD the mismatch of
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around 500 cm−1 between bending overtone and O−H stretching fundamental
occurs. An increased red-shift of the O−H stretching band with more overlap
with the O−H bending overtone is, however, not the only prerequisite for a
faster O−H stretching population decay. Solvent fluctuations are necessary
for enabling all members of the ensemble to sample with its O−H stretch-
ing oscillator the right resonance frequency space facilitating efficient energy
redistribution [207], for instance, through Fermi coupling with the bending
overtone.

Another example providing evidence that solvent fluctuations are playing
a key role in the relaxation of the O−H stretching vibration are water mole-
cules bound in solvation shells of ions. These exhibit longer O−H stretching
population lifetimes (for an overview see Sect. 6.2 of [7]); for HOD up to 9
times longer than in bulk water [208], which cannot be explained by the fre-
quency shifts of the O−H stretching bands only. Here it is known that water
near ions has a lower mobility, as indicated by the decreased anisotropy decay
of the O−H stretching oscillator of water in ion shells [209] and by recent
molecular dynamics calculations [210]. A lifetime increase of O−H stretching
vibrations of up to 0.8 ps has also been observed for H2O molecules confined
into micelle surroundings [211,212]. Here the large number of ionic heads and
counter ions lead to a lower water mobility (as exemplified by the inhomo-
geneity and anisotropy decay of the hydrogen stretching vibrations persisting
well into the picosecond domain [116,213]).

To test the validity of the O−H/O−D stretching to bending relaxation
pathway mechanism, one has to consider population kinetics using the ex-
perimentally determined O−H/O−D bending lifetime as input. Single H2O
molecules dissolved in CDCl3 have an O−H bending lifetime of 28.5 ps [214].
When water is hydrogen bonded to nearby solvent molecules, hydrogen bond
stretching and librational modes enhance the bending relaxation rates signif-
icantly. When one quantum of O−H/O−D stretching modes is redistributed
over such vibrational modes as O−H/O−D bending, librational and hydrogen
bond stretching modes, making these highly excited, anharmonic couplings
of these modes with the O−H/O−D stretching oscillator lead to transient
frequency shifts [215]. The O−H/O−D stretching band appears frequency
up-shifted when a molecule is in a “hot” ground state (see Sect. 7.3.1), clearly
different from the v(νOH) = 1 → 2 excited state absorption that appears
frequency down-shifted due to the diagonal anharmonicity. The O−H/O−D
bending vibration exhibits the more typical transient frequency down-shifting
for “hot” ground states (see Fig. 7.11) that are more difficult to distinguish
from the vibrationally excited v(δOH) = 1 states that also have red-shifted
v(δOH) = 1 → 2 excited state absorption contributions [28,31,216,217].

Only recently the population lifetime of the bending vibration of HOD in
D2O [217], of H2O in D2O [216], as well as of H2O in neat water [28] have been
measured with IR-pump/IR-probe spectroscopy. For HOD in D2O a value of
390 fs was found [217], very close to recent theoretical estimations [218, 219].
For the determination of the bending vibration of H2O it is important to
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measure with a time resolution as short as 100 fs. To eliminate unwanted
cross phase modulation by cell window material that prevents analysis of
the response at early pulse delays [216], a recent study on neat H2O using
thin Si3N4 windows with negligible nonresonant response, has led to a value
of 170 fs for the population lifetime of the water bending vibration [28]. In
this work also the important signal contributions of the nonlinear response
of librational excitations in the frequency range between 1200 and 1700 cm−1

have been indicated (Fig. 7.11). A H2O bending lifetime of 170 fs seems to
be in contradiction with the previously reported value of 1.4 ps, found with
IR-pump/anti-Stokes Raman probe measurements [220]. Measurements on
the intramolecular (stretching, bending) modes of neat H2O, however, are
always intertwined with frequency shifts caused by anharmonic couplings to
the intermolecular hydrogen bond network librational and hydrogen bond
stretching modes, since the vibrational energy accepting molecules are of the
same species as the initially excited H2O molecule carrying one quantum
of the O−H stretching or bending vibration. This may be the reason for
the apparent discrepancy between the recent IR-pump/IR-probe and the IR-
pump/anti-Stokes Raman probe measurements, where a larger effect on the
measured signals is expected in the latter case due to a substantial fraction
of excited molecules [221–223]. For H2O a fully completed cooling cannot
be observed until heat transport out of the laser beam interaction zone has
finished that occurs well into the microsecond time regime. Only in the case
of water confined in micelles vibrational excitation transfer to the micelle
molecular units, and eventually to the organic phase lead to a full cooling of
water back to room temperature with micelle size-dependent picosecond time
scales [224–226].

In light of the 170 fs population relaxation time of the bending vibration
of H2O, and the 200 fs lifetime of the O−H stretching vibration in H2O, one
can estimate that the transient population of the bending v(δHOH) = 1 state
will not reach more than a maximum value of 0.35 compared to the hypo-
thetical case where the bending vibration has an infinite lifetime, provided
all excited molecules relax through the bending vibrational pathway. As a
result, one has to be careful in concluding that a red-shifting of the bending
vibration upon excitation of the O−H stretching is a direct indication of the
transient population of the bending mode [205,212,223,227–229], as excitation
of librational and hydrogen bond stretching modes [28], and even the O−H
stretching vibration [31], also will play a role in the observed features. Fig-
ure 7.11c shows how upon O−H stretching excitation of H2O, the O−H bend-
ing shows an instantaneous response, pointing to a Fermi resonance between
the v(νOH) = 1 and v(δOH) = 2 states. As a result the v(δOH) = 2 → 3 and
v(δOH) = 1 → 2 transitions of the bending oscillator are strongly broadened,
extending over more than 200 cm−1. A delayed increase in stimulated emission
of the v(δOH) = 1 → 0 transition observed at 1650 cm−1, before contributions
of a “hot” bending ground state begin to dominate, is in perfect agreement
with a sequential population transfer from the v(νOH) = 1/v(δOH) = 2 man-
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ifold to the v(δOH) = 1 state (with partial vibrational energy release into
librational degrees of freedom with a 200 fs time constant), followed by bend-
ing relaxation to the v(δOH) = 0 ground state, again with energy dissipation
to librational modes.

7.4.4 Chemical exchange

The basic idea of exchange spectroscopy, both in NMR and in the IR spectral
range, is the following: A particular group in the molecule is tagged, (i.e. a
nuclear spin in the NMR case and a local normal mode in the IR case) by
excitation. As long as that excitation lives, and does not decay due to T1 re-
laxation, the molecular group will carry it around. When the molecular group
changes its spectroscopic properties due to chemical exchange, i.e. changes its
chemical environment due to some diffusive process and as a result of that
changes its absorption frequency, it will just take its tag (i.e. its excitation)
with it.

The basic assumption of exchange spectroscopy is that the excitation of
the molecular group does not influence the way how the molecules move in
time; the excitation is just used as a label to follow how molecules move in
time. They move not because of the excitation, but due to room temperature
diffusive motion. This assumption certainly is valid in the case of NMR, where
the excitation energy is far below kBT and hence, very unlikely to influence the
course of a reaction just because of an energy argument. However, in the case
of an IR excitation, this assumption might sometimes be questionable. Energy,
in principle, would be sufficient to change the outcome of a diffusive process,
but what helps is the fact that vibrational transitions, which are harmonic
oscillators to a very good approximation, tend to decouple from each other.
However, in the case of strongly coupled states, such as in hydrogen-bonded
systems, this assumption might break down [230].

2D spectroscopy is ideally suited to study ultrafast chemical exchange
processes. This was first demonstrated by Woutersen and Hamm, study-
ing the exchange between hydrogen bonded and non-hydrogen bonded N-
methylacetamide (NMA) dissolved in methanol [231]. More recently and al-
most in parallel, chemical exchange was also studied by Hochstrasser and
co-workers for hydrogen-bond exchange between CH3OH linked to the cyano-
site of CH3CN [121], as well as by Fayer and co-workers [157,158] for exchange
between hydrogen-bonded phenol-benzene complexes as well as for rotational
isomerization in ethane derivatives [232]. When phenol-d and benzene are
mixed together in CCl4, both exist in an equilibrium between a complexed
and a dissociated form (Fig. 7.12a), forming a weak hydrogen bond between
the OD group of phenol and the benzene ring. Upon hydrogen bonding, the
O−D stretch mode changes its frequency from about 2670 cm−1 to 2530 cm−1.
Hence, in the linear absorption spectrum, two peaks appear which represent
the equilibrium ratio between both configurations (which can be tuned by
adjusting the benzene concentration). However, the linear spectrum gives no
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Fig. 7.12. (a) Chemical exchange between uncomplexed phenol and phenol
hydrogen-bonded to benzene; (b) linear IR spectrum; (c-e) 2D-IR measurements
using the double resonance approach measured at three different pulse delays show
the onset of exchange between the two conformations; (f) the magnitude of the di-
agonal and off-diagonal peaks as function of pulse delay show that full equilibration
occurs within 20 ps.

clue about the exchange rate between both configurations, except that it is
slower than some threshold value, in which case both bands would start to
merge due to motional narrowing effects.

The 2D spectrum, in contrast, provides exactly this information. The es-
sential parameter varied in an exchange experiment is the so-called waiting or
mixing time τm, i.e. the time between labeling and probing the O−D vibra-
tor. Initially, after 1 ps, essentially no exchange had occurred. As a result, the
2D spectrum is still diagonal, saying that each labeled molecule, complexed
or dissociated, is still in the configuration in which it was when exciting it.
As times go on, however, labeled O−D vibrators change from complexed to
dissociated form and vice versa, carrying their tag with them. As a result,
cross peaks appear in the 2D spectrum which report on molecules which were
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in one configuration when pumping it, but jumped to the other configuration
during the waiting time before probing it.

The intensities of diagonal and cross peak directly report on the time scale
of the exchange process (Fig. 7.12e). Initially, the cross peak intensity is zero,
but as both configurations equilibrate, the intensities of diagonal and cross
peak approach each other. In fact, the ratio between both intensities would
directly reflect the equilibration time. Figure 7.12f also demonstrates a limita-
tion of exchange spectroscopy: The exchange process can be observed only as
long as the vibrational excitation, that is the tag, lives. As T1 relaxation times
are relatively short for vibrational transitions in the solution phase (typically
1-20 ps), the time window accessible to 2D-IR spectroscopy is relatively short.
In that sense, 2D-IR and 2D-NMR exchange spectroscopy are complimentary,
as they address completely different time regimes. Improving the signal-to-
noise ratio of the 2D apparatus may increase the accessible time window. For
example, in Fig. 7.12 the exchange process has been followed up to 100 ps
although the T1 relaxation time is ≈ 12 ps, but T1 relaxation will eventually
stop the possibility to observe the process. For hydrogen-bonded systems the
vibrational cooling rates will delimit the observation time window, as these
systems relax into spectrally shifted hot ground states (Fig. 7.6). If one were
to remove the vibrationally excited molecules by, for example, a photochemi-
cal process in the vibrationally excited state so that they could not fall back
into the initial state, one could follow chemical exchange for unlimited time
for the hole burned into the ensemble.

It is worth noting that Fig. 7.12 and the data shown in [157] have been
measured with the two complimentary techniques of 2D-IR spectroscopy dis-
cussed in Sect. 7.3.3, one in the frequency domain (Fig. 7.12) using the double
resonance scheme, and one in the time domain [157] using the heterodyne
detected photon echo scheme. Besides this, the conditions were exactly the
same. The comparison shows that in principle the information content of both
techniques is indeed exactly the same.

7.5 Hydrogen bonds with ordered molecular topologies

Inter- as well as intramolecular hydrogen bonds with well-defined geometries
appear in a number of different classes of compounds including numerous ordi-
nary organic molecules, carbohydrates, carboxylic acids, amino acids, nucleo-
sides and nucleotides as well as biomolecular macromolecules such as proteins
or nucleic acid structures [48]. Hydrogen bonding crucially determines the
molecular structure and thus, the functionality in these systems. In this Sec-
tion two examples of medium-strong hydrogen bonds with well-defined geome-
tries are presented. Several ultrafast nonlinear spectroscopic techniques are
employed to discern the different hydrogen bond vibrational coupling mecha-
nisms.
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7.5.1 Coherent nuclear motions and relaxation processes
in intramolecular hydrogen bonds

The anharmonic coupling of the X−H stretching oscillator to low-frequency
hydrogen bond modes results in a vibrational multilevel system and progres-
sions of vibrational transitions within the X−H stretching absorption band.
Broadband excitation of such a system by a femtosecond pulse generates a
nonstationary superposition of vibrational levels of the low-frequency mode,
i.e. a vibrational wave packet that propagates in the potential defined by
the high frequency X−H stretching vibrations (see Fig. 7.2). Oscillatory wave
packet motions have been observed for different molecular systems forming a
medium-strong intramolecular hydrogen bond of well-defined geometry. As a
prototype example, results are presented here of a detailed pump-probe study
of o-phthalic acid monomethylester (PMME-H) and its deuterated analog
(PMME-D) (Fig. 7.13).

Fig. 7.13. o-Phthalic acid monomethylester (PMME); (a) PMME-H; (b) PMME-D;
(c) lowest energy conformer.

The structure and the vibrational spectra of PMME were analyzed by
quantum chemical calculations which are discussed in [13]. The lowest energy
conformer of PMME consists in a quasi-planar structure in which the hydrogen
bond is part of a seven-membered ring. This 7-ring does not entirely fit into
the plane of the benzene ring so that the substituents are slightly tilted out-
of-plane (Fig. 7.13c). The heavy atom hydrogen bond O· · ·O distance of 256
pm and the H· · ·O distance of 160 pm indicate an intramolecular hydrogen
bond of intermediate strength and a well-defined geometry.

The steady-state O−H and O−D stretching bands of PMME-H and
PMME-D are shown in Fig. 7.14a. In the femtosecond pump-probe experi-
ments with PMME-H, the infrared pulses were tuned throughout the O−H
stretching band, as indicated by the pulse spectra in Fig. 7.14b, and the spec-
trally integrated probe pulses transmitted through the sample were detected.
The time evolution of the nonlinear change of absorbance at the different spec-
tral positions is plotted in Fig. 7.15. Apart from small solvent and sample cell
window contributions around delay zero, the signal originates from changes of
the O−H stretching absorption of PMME-H. For probe frequencies between
2500 and 3200 cm−1, a pronounced decrease of infrared absorption is observed
that is strongest around the maximum of the steady-state infrared band. The
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Fig. 7.14. (a) Steady-state O−H stretching band of PMME-H (blue line) and O−D
stretching band of PMME-D (red line). The sharp line at 2950 cm−1 is due to C−H
stretching absorption; (b) Spectra of the femtosecond pulses used in the pump-probe
experiments with spectrally integrated detection (green lines) and with spectrally
resolved detection (orange lines).

Fig. 7.15. PMME-H: Pump-probe transients measured using spectrally integrated
detection. The absorbance change is plotted as function of delay between pump and
probe pulses at the frequencies indicated.
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Fig. 7.16. PMME-D: (a,b) Time-resolved absorbance changes measured using spec-
trally resolved detection (νp: center frequency of the pump pulses, probe frequencies
are given in cm−1). The dashed line in (b) represents the response of the solvent;
(c) Fourier transforms (FT) of the oscillatory signals.

absorption changes show a fast decay within the first 1 ps, followed by a slower
relaxation on a time scale of 30 ps (not shown). At 3300 and 3400 cm−1, an
absorption increase is found which rises within the first 200-300 fs and shows a
slow decay within 30 ps. All transients are superimposed by strong oscillatory
signals with a frequency of 100 cm−1 and a damping time of approximately
500 fs.

The transient O−D stretching absorption of PMME-D reveals a similar
behavior. In Fig. 7.16, results are presented for pump pulses centered at
2100 cm−1 (a) and 2300 cm−1 (b) and spectrally dispersed probe pulses. De-
pending on the probe frequency, one observes either bleaching or enhanced
absorption. At 2028 cm−1 (Fig. 7.16a), the enhanced absorption decays with
a time constant of about 400 fs. The bleaching transients (except for a probe
frequency of 2271 cm−1) show a fast decay with 400 fs, followed by a slower
decay on a 20 to 30 ps time scale (not shown). Again, pronounced oscillations
with a frequency of 100 cm−1(Fig. 7.16c), i.e. identical to that in PMME-H,
are superimposed on the incoherent pump-probe signals.

For an analysis of the pump-probe data, the level scheme in Fig. 7.6 has
been applied (A refined level scheme including the potential curves for the
low-frequency hydrogen bond motion will be presented in the following Sub-
section). In addition to the vibrational transition from the v(νOH) = 0 to the
v(νOH) = 1 state, the red-shifted v(νOH) = 1 to v(νOH) = 2 transition and
the blue-shifted v(νOH) = 0′ to v(νOH) = 1′ transition of molecules with a
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vibrationally hot ground state are taken into account. The pump pulse pro-
motes part of the molecules from the v(νOH) = 0 to the v(νOH) = 1 state,
resulting in a bleaching of the v(νOH) = 0 → 1 transition due to the depletion
of the v(νOH) = 0 state and stimulated emission from the v(νOH) = 1 state.
Such two contributions dominate the bleaching signals observed at delay times
< 1 ps in Figs. 7.14 and 7.15. The transient population of the v(νOH) = 1
state gives also rise to a red-shifted v(νOH) = 1 → 2 absorption which is evi-
dent from the PMME-D transient at 2028 cm−1 (Fig. 7.16a) and – much less
pronounced – from the PMME-H data taken at 2400 cm−1 (Fig. 7.15). The
decay of excited state absorption reflects the depopulation of the v(νOH) = 1
level with time constants of ∼400 fs for PMME-D and < 250 fs for PMME-H.
Population relaxation is due to a coupling of the v(νOH) = 1 state to other
vibrational modes at lower frequency, transferring the energy of the O−H
(O−D) excitation into the vibrational manifold (the details of which will be
discussed in the following Subsection). As a result, molecules with a hot vibra-
tional system are created in which the O−H (O−D) stretching mode is in the
v(νXH) = 0′ ground state. In the hot molecules, the H-bond is weakened and,
thus, the O−H (O−D) stretching absorption is blue-shifted compared to the
initial absorption. This mechanism gives rise to (i) the enhanced absorption
of PMME-H at 3300 and 3400 cm−1 and of PMME-D at 2315 cm−1, and (ii)
to the bleaching signals extending to delay times longer than 1 ps. Dissipa-
tion of the vibrational excess energy into the surrounding solvent – a process
occurring on a multitude of time scales extending up to several tens of picosec-
onds – leads to the slow nonexponential decay of the absorption changes. It
should be noted that the fast rise of the blue-shifted absorption of PMME-H
at 3400 cm−1 gives independent support for a decay of the v(νOH) = 1 state
with a sub-250 fs time constant.

The oscillatory signals present in the pump-probe transients are discussed
next. In both PMME-H and PMME-D, the oscillations display a frequency
of 100 cm−1. The oscillations are due to wave packet motions along a low-
frequency mode which couples anharmonically to the fast stretching modes.
Wave packet generation is visualized with the help of the potential energy
scheme in Fig. 7.2a which is based on an adiabatic separation of the time scales
of the fast stretching and the slow low-frequency motion. In the experiments,
the spectral field envelope of the pump pulse covers several levels of the low-
frequency mode, allowing for the excitation of a coherent superposition of low-
frequency states, i.e. of wave packets. Wave packets in the v(νOH) = 1 state of
the stretching oscillator are created via vibrational absorption whereas wave
packet motion in the v(νOH) = 0 state is induced by a Raman-like process
within the bandwidth of the pump pulse. This Raman process is resonantly
enhanced by the vibrational transition.

The enhanced absorption of PMME-D at 2028 cm−1 (Fig. 7.16a) is due to
the v(νOH) = 1 → 2 transition and – thus – the oscillations on this transient
reflect wave packet motion in the v(νOH) = 1 state. The damping time of
the oscillations of 500 fs is close to the v(νOH) = 1 lifetime, suggesting that
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vibrational population relaxation represents a major damping mechanism.
In PMME-H, the v(νOH) = 1 lifetime of the O−H stretching mode has a
substantially smaller value of 200 to 250 fs, i.e. close to the oscillation period
of the 100 cm−1 mode. As a result, oscillations in the v(νOH) = 1 state are
not observed.

Wave packet motions in both the v(νOH) = 0 and v(νOH) = 1 states
are relevant for the analysis of the oscillations found on top of the bleaching
signals. As shown schematically in Fig. 7.2a, the v(νOH) = 0 → 1 transition
frequency of the O−D/O−H stretching mode depends on the elongation along
the low-frequency mode. Wave packet motion along this coordinate results in
a periodic modulation of the O−D/O−H transition frequency. In PMME-D
(Fig. 7.16), this mechanism leads to the oscillatory blue-shift of the O−D
stretching band which is evident from the oscillatory enhancement of ab-
sorption at 2315 cm−1. Consistent with this picture, there are no oscillations
around the maximum of the O−D band at 2271 cm−1 and oscillations of oppo-
site phase at 2213 cm−1. PMME-H (Fig. 7.15) shows the same behavior. Here,
however, only wave packet motion in the v(νOH) = 0 state is relevant [13].
As frequency shifts of the O−D/O−H stretching bands are a measure of the
length of the hydrogen bond, the oscillatory blue-shift is equivalent to a mod-
ulation of the O· · ·O distance in PMME, determining the strength of the
hydrogen bond.

A normal mode analysis of PMME provides insight into the microscopic
nature of the low-frequency mode displaying a frequency of 100 cm−1. As dis-
cussed in detail in [8, 13], the periodic modulation of the O· · ·O distance is
attributed to an out-of plane torsional motion by which the two ring sub-
stituents in PMME move relative to each other, thus changing the O· · ·O
distance. This picture has been confirmed by anharmonic potential energy sur-
face calculations and quantum dynamics simulations [14–17]. The frequency
of this mode remains unchanged upon H/D exchange and – thus – identical
oscillation frequencies occur in the PMME-H and PMME-D data. This in-
tramolecular mode displays a comparably long damping time on the order
of 0.5 ps, resulting in an underdamped character of this mode. Note, that
the population relaxation time of the low-frequency mode in the v(νOH) = 0
ground state is about 1.7 ps as obtained from classical molecular dynamics
simulations of the force-force correlation function [18]. This hints at a more
complex damping mechanism including, e.g., intramolecular anharmonic cou-
plings. This is in contrast to many theoretical studies of H-bond dynamics in
which overdamped low-frequency motions have been assumed [39, 44, 233]. It
should be noted that there are modes at higher frequencies also modulating
the length of the hydrogen bond [14]. The spectral bandwidth of the gener-
ated pump pulses and the time resolution of the experiment, however, were
not sufficient to excite wave packets along such modes and to follow their time
evolution.
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7.5.2 Intramolecular vibrational redistribution of the O−H
stretching excitation

In the case of PMME-H the fate of the O−H stretching excitation after T1

relaxation has also been investigated. Two-color pump-probe spectroscopy on
the O−H stretching, C=O stretching and O−H in-plane bending vibrations
of PMME-H, have demonstrated that excitation energy of the O−H stretch-
ing oscillator is redistributed on a subpicosecond time scale along the O−H
bending vibration (Fig. 7.17) [25].

Here the dynamics of the O−H bending vibration is measured, by follow-
ing the decay of the O−H bending bleach at 1415 cm−1, and the excited state
absorption at 1390 cm−1, as observed for three different pumping frequen-
cies: excitation of the O−H stretching vibration at 2900 cm−1 (Fig. 7.17a,b),
excitation of the C=O stretching vibration at 1740 cm−1 (Fig. 7.17e,f), and
excitation of the bend vibration itself at 1400 cm−1 (Fig. 7.17c,d). In all cases
a red-shifted feature appears within temporal resolution, albeit with signif-
icant differences in shape. Red-shifted vibrational resonances are expected
both for excitation of the O−H bending mode (when v(δOH) = 1), and for
cases when other - in particular low-frequency - modes are excited. Assign-
ment of the spectral contributions due to these clearly distinct situations is
not trivial in itself, but it is the dynamics of these different states that enable
a clear interpretation. Whereas excitation of the O−H stretching and O−H
bending leads to similar behavior of the transient absorbance in the bend re-
gion, with both 800 fs and 7 ps temporal components, excitation of the C=O
stretching vibration only results in the 7 ps component in the response of the
O−H bending vibration. From these results it can be concluded that with
an O−H stretching lifetime of 220 fs and an O−H bending lifetime of 800 fs
it is experimentally feasible to detect a transient population build-up of the
bending vibration after O−H stretching excitation.

In order to get a better idea of the multidimensional aspects of IVR in
PMME quantum dynamical model calculations of the energy flow have been
performed. A full-dimensional description of the intramolecular dynamics
driven by an IR laser field has been given in [14] by combining a reaction
surface Hamiltonian with a time-dependent self-consistent field propagation
of nuclear wave packets. In agreement with experiment (cf. Figs. 7.15 and
7.16) this parameter-free simulation revealed the periodic modulation of the
transient absorption signal due to the anharmonic coupling between the ex-
cited O−H stretching vibration and a low-frequency hydrogen bond mode.
Despite its high-dimensional nature the model did not show any signatures
of intramolecular energy randomization during the first 3 ps. Subsequently,
in [16, 17] reduced 9- to 19-dimensional reaction surface models have been
investigated on the basis of a multiconfiguration time-dependent Hartree ap-
proach [234]. Here, it could be demonstrated that the additional flexibility of
the multiconfiguration wave function can capture the onset of IVR with an
estimated time constant of about 20 ps [17]. However, this is still in strong
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Fig. 7.17. PMME-H: Two color pump-probe results. The gray curve in (a) rep-
resents the steady-state IR absorption spectrum showing the O−H bending (at
1415 cm−1) and the C−H bending of the CH3-group (1435 cm−1). The gray curve in
(b) indicates the temporal resolution in the experiments. Here the bending vibration
is probed for three excitation conditions: excitation of the O−H stretching vibration
at 2900 cm−1 (a,b), the bending vibration at 1400 cm−1 (c,d) and the C=O stretch-
ing vibration at 1700 cm−1 (e,f). The frequency-resolved transient spectra are shown
in panels (a,c,e) whereas the transient absorbance changes of the v(δOH) = 0 → 1
ground state bleach at 1415 cm−1 (negative signals) and the v(δOH) = 1 → 2 excited
state absorption at 1390 cm−1 (positive signals) are shown in panels (b,d,f).
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contrast to the observed time scale of about 200 and 400 fs for the O−H and
O−D stretching vibrational relaxation, respectively, what led to the conclusion
that the solvent interaction contributes considerably to these rapid relaxation
processes.

The mechanistic details have been simulated by a dissipative system-bath
model [235] specified to the case where the bath consists of intramolecular as
well as solvent degrees of freedom. Because of its simpler absorption spectrum
in the O−D stretching region, PMME-D was the first target for a system-
bath description. In [15] a 3-dimensional model system was proposed which
included the O−D stretching (νOD) and bending (δOD) coordinates as well
as a low-frequency hydrogen bond mode (νHB). Due to its single minimum
character the anharmonic potential energy surface could be spanned by the
respective normal mode coordinates. Instead of the Taylor expansion in (7.5),
the potential was calculated on a grid using DFT/B3LYP. The double peak
structure of the IR spectrum in Fig. 7.14a could be explained as being due
to a Fermi resonance between the v(νOD) = 0 → 1 fundamental and the
v(δOD) = 0 → 2 overtone transition. The combination transitions with the
low-frequency mode, e.g. v(νOD) + nv(νHB), are masked by the broadening
due to the system-bath coupling. In the model of [15] the latter comprised
linear and nonlinear terms responsible for energy and phase relaxation. A key
feature of the model which proved to be vital for the explanation of the rapid
v(νOD) = 1 decay has been a solvent-assisted intramolecular relaxation path-
way. Using classical molecular dynamics simulation of force-force correlation
functions the relaxation time for the low-frequency hydrogen bond mode was
determined to be about 1.7 ps in CCl4 at room temperature [18]. In [18] it was
also shown that the dissipative model supports coherence transfer with respect
to the hydrogen bond mode between the νOD fundamental excitation and its
ground state. This contributes to hydrogen bond wave packet dynamics in
the νOD ground state which is additionally triggered by the initial IR-laser
excitation (as has been discussed in Sect. 7.5.1).

The two-color IR pump-probe experiments of Fig. 7.17 described above
provided a more detailed picture of the rapid IVR process in PMME-H [25].
Building on [18] a five-dimensional dissipative model has been derived whose
relevant coordinates are shown in Fig. 7.18 in terms of their normal mode dis-
placement vectors. Besides the O−H stretching (νOH) and bending (δOH)
modes calculation of the anharmonic force constants suggests to include
two modes of approximately out-of-plane O−H-bending character (γOH1 and
γOH2) into the model. These four fast coordinates are dressed by the slow
coordinate of the hydrogen bond motion (νHB). It is instructive to inspect
the diabatic potential energy curves for the motion of the hydrogen bond co-
ordinate in the different states of the fast coordinates (see Fig. 7.18). Starting
from the ground state there are certain “bands” of transitions such as the
γOH1 and γOH2 fundamentals, the δOH fundamental as well as the γOH1 and
γOH2 combination and first overtones, their second overtones as well as com-
binations with the δOH fundamental, and finally the νOH fundamental which
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Fig. 7.18. (a) Normal mode displacement vectors of the 5 modes of the dissipa-
tive PMME-H model; (b) Uncoupled diabatic potential energy curves governing the
motion of the low-frequency hydrogen bond mode for the different quantum states
of the fast modes. These states as well as their coupling have been obtained by
expressing the 5-dimensional Hamiltonian in the basis of the fast-coordinate states
defined at the equilibrium geometry of the hydrogen bond mode (red - δOH , blue -
νOH). The red arrow indicates the O−H stretching excitation by the IR laser field,
whereas the gray arrows represent the energy cascading process.

is immersed into the manifold of states coming from the various combination
transitions of the bending modes as well as the first δOH overtone. Notice
that each potential curve in Fig. 7.18 contains the vibrational ladder of the
low-frequency hydrogen bond mode and that there are diabatic state coupling
between the different curves as well.

The quantum dynamics of this 5D dissipative model has been modeled us-
ing the Quantum Master equation approach [235]. From the density of states in
the νOH region one would expect a rapid energy redistribution among several
zero-order states upon excitation in this spectral range. However, simulations
show that this is not sufficient to account for the 200 fs energy relaxation
time scale. Modeling this relaxation requires to include other intramolecu-
lar as well a solvent degrees of freedom. Since the hydrogen bond mode has
the lowest intramolecular frequency it can only relax into the solvent; the
respective spectral density obtained from classical molecular dynamics has
been discussed above [18]. As far as the modes γOH1 and γOH2 are concerned,
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Fig. 7.19. Population dynamics of the diabatic states of PMME-H as indicated
in Fig. 7.18 summed over all respective states of the hydrogen bond mode for the
5-dimensional dissipative model of PMME-H. Populations are shown at the energy
of the corresponding diabatic states (ground state not shown).

there are different possibilities, such as the decay via modes of comparable
frequency or via excitation of two quanta in a lower-frequency mode. Accord-
ing to the calculated anharmonic force constants the former model is to be
favored. However, due to a slight energy mismatch, assistance of the transition
by low-frequency solvent modes is required similar to what had been proposed
for PMME-D in [15]. Notice that the strength of the solvent-assisted coupling
to the intramolecular bath is the only free parameter of the model.

The resulting dynamics upon O−H stretching excitation with a 100 fs IR
pulse is shown in Fig. 7.19 in terms of the diabatic state populations of the fast
modes. The cascading of the energy down the vibrational ladder formed by the
manifolds of different bending mode states is clearly discernible (see arrows
in Fig. 7.18). The time scale of the νOH and δOH decay is about 200 fs and
800 fs, respectively, in good agreement with the experiment of Fig. 7.17, thus
supporting the proposed cascading mechanism via the δOH bending vibration
for the ultrafast νOH relaxation in intramolecular hydrogen bonds of this
medium-strong type.

7.5.3 Coherent and relaxation dynamics
of hydrogen-bonded dimers

Cyclic dimers of carboxylate acids represent important model systems forming
two coupled intermolecular hydrogen bonds (Fig. 7.20). The linear vibrational
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Fig. 7.20. Acetic acid dimer (CX3−COOX)2, X = H, D.

spectra of carboxylate acid dimers have been studied in detail, both in the
gas and liquid solution phase, and a substantial theoretical effort has been
undertaken to understand the line shape of their O−H and/or O−D stretching
bands. In contrast, only few experiments have been reported on the nonlinear
vibrational response. The coupling of the two carbonyl oscillators in acetic
acid dimers has been investigated by femtosecond pump-probe and photon
echo measurements [236], and vibrational relaxation following O−H stretching
excitation has been addressed in picosecond pump-probe studies [237].

In the following, recent extensive pump-probe studies of cyclic acetic acid
dimers in the femtosecond time domain are presented [20,21,24], followed by
a discussion of results from photon echo measurements [22, 27], and a pre-
sentation of quantum chemical calculations of the anharmonic couplings and
the resulting linear spectra and nonlinear signals [24, 27,29,30]. From the in-
terplay of experiment and theory a quantitative estimation of the couplings
as well as the linear and nonlinear infrared response is achieved. In order to
disentangle the different coupling mechanisms (as described in Sect. 7.2.2) of
the O−H/O−D stretching oscillator in acetic acid dimer, dimer structures
containing two O−H· · ·O (OH/OH dimer) or two O−D· · ·O (OD/OD dimer)
hydrogen bonds as well as dimers with one O−H· · ·O and one O−D· · ·O
hydrogen bond (mixed dimers) have been explored. The combination of dif-
ferent nonlinear spectroscopic techniques enable the extraction of information
on particular coupling mechanisms.

The steady state and the transient O−H stretching absorption spectra of
OH/OH dimers are displayed in Fig. 7.21a,b. The transient spectra show a
strong bleaching in the central part of the steady-state band and enhanced
absorption on the red and blue wing, in accordance with the level scheme of
Fig. 7.6. The bleach, consisting of a series of comparably narrow spectral dips,
originates from the depopulation of the v(νOH) = 0 state and stimulated emis-
sion from the v(νOH) = 1 state. The enhanced absorption at small frequencies
is due to the v(νOH) = 1 → 2 transition and decays by depopulation of the
v(νOH) = 1 state with a lifetime of T1 = 200 fs. The latter is evident from
time-resolved measurements at a probe frequency of 2250 cm−1 (not shown).
The enhanced absorption on the blue side is caused by the vibrationally hot
ground state formed by relaxation of the v(νOH) = 1 state, followed by vi-
brational cooling on a 10 to 15 ps time scale. Transient spectra measured for
the OD/OD and the mixed dimers – both on the O−H and O−D stretching
bands – display a very similar behavior.
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Fig. 7.21. (a) O−H stretching band of acetic acid dimer (CD3−COOH)2 (blue
line: OH/OH-dimer) and of (CD3−COOH)-(CD3−COOD) (orange line: OH/OD-
mixed dimer); (b) Transient spectra of the OH/OH dimer measured at selected
pulse delay between pump and probe; (c) O−D stretching band of acetic acid dimer
(CH3−COOD)2 (red line: OD/OD-dimer) and of (CH3−COOD)-(CH3−COOH)
(green line: OD/OH-mixed dimer); (d) Transient spectra of the OD/OD dimer mea-
sured at selected pulse delay between pump and probe.

The time evolution of the nonlinear O−H stretching absorption (Fig. 7.22)
shows pronounced oscillatory signals for all types of dimers studied. In contrast
to the intramolecular hydrogen bond of PMME, and of other similar systems
[8,9,13] the time-dependent amplitude of the oscillations displays features of a
beatnote, demonstrating the presence of more than one oscillation frequency.
In Fig. 7.23 the Fourier transforms of the oscillatory signals are plotted as
obtained for the uniform isotopomers of acetic acid dimer. There are three
prominent frequency components, a strong doublet with maxima at 145 and
170 cm−1 and a much weaker component around 50 cm−1.

In principle the observed oscillatory components could originate from
Davydov, Fermi or from coupling to low-frequency modes. The two local
stretching oscillators in the OH/OH and OD/OD dimers are subject to Davy-
dov coupling resulting in a splitting of the v(νOH) = 1 states, on top of the
anharmonic coupling to low-frequency modes. In the linear absorption spec-
trum of the ensemble of dimers, this results in two separate low-frequency
progressions originating from the v(Qu) = 0 and v(Qu) = 1 levels in the
v(νOH) = 0 state of the O−H stretching vibrations (Fig. 7.24). In thermal
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Fig. 7.22. (a) Transient absorbance changes in the bleach region of the O−H
stretching band of acetic acid dimer (CD3−COOH)2 (blue line: OH/OH-dimer)
and of (CD3−COOH)-(CD3COOD) (orange line: OH/OD-mixed dimer) as recorded
with pump pulses centered at 2950 cm−1 and a probe detection at 2880 cm−1; (b)
Oscillatory contribution of the pump-probe signals of the OH/OH and OH/OD
dimers of panel (a); (c) Fourier transform of the oscillatory signals of (b) of the
OH/OH and OH/OD dimers showing two low-frequency components; (d) Tran-
sient absorbance changes in the bleach region of the O−D stretching band of
acetic acid dimer (CH3−COOD)2 (red line: OD/OD-dimer) and of (CH3−COOD)-
(CH3−COOH) (green line: OD/OH-mixed dimer) as recorded with pump pulses
centered at 2100 cm−1 and a probe detection at 2020 cm−1; (e) Oscillatory contri-
bution of the pump-probe signals of the OD/OD and OD/OH dimers of panel (d);
(f) Fourier transform of the oscillatory signals of (e) of the OD/OD and OD/OH
dimers showing two the same low-frequency components.

equilibrium, a particular dimer populates only one of the v(Qu) levels at a
certain instant in time and – thus – only one of the progressions can be ex-
cited. Consequently, a quantum coherent nonstationary superposition of the
split v±(νOH) = 1 states of the stretching mode cannot be excited in an indi-
vidual dimer and quantum beats due to Davydov coupling are absent in the
pump-probe signal.

This behavior is evident from a comparison of transients recorded with
OH/OD and OH/OD dimers, the latter displaying negligible Davydov cou-
pling because of the large frequency mismatch between the O−H and O−D
stretching oscillators. The time-resolved change of O−D stretching absorption
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Fig. 7.23. Comparison of the Fourier intensities of the oscillatory compo-
nents in the frequency-resolved pump-probe data of the acetic acid dimer iso-
topomers. (a) (CD3−COOH)2, measured at 3040 cm−1; (b) (CH3−COOD)2, mea-
sured at 2300 cm−1 (green line) and 2250 cm−1 (red line); (c) experimental (lines)
and calculated (bars) Raman spectra of (CD3−COOH)2 (blue line/bars) and of
(CH3−COOD)2 (red line/bars).

of the two types of dimers shows a very similar time evolution, and the Fourier
spectra agree within experimental accuracy.

Group theoretical analysis (Fig. 7.24c) and calculations of IR-active pro-
gressions originating from a ground state with the Qu low-frequency mode
being excited suggest small IR cross sections for this series [29].

A contribution of quantum beats between states split by Fermi resonances
can be ruled out as well. There are different Fermi resonances within the O−H
and O−D stretching bands. Depending on the spectral positions of pump and
probe, this should lead to a variation of the oscillation frequencies, in partic-
ular when comparing O−H and O−D stretching excitations. Such a behavior
is absent in the experiment, which shows identical oscillation frequencies for
O−H and O−D stretching excitation that remain unchanged for pumping
throughout the respective absorption band.
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Fig. 7.24. (a) Schematic showing acetic acid dimer with local high-frequency (q1,
q2) O−H stretching and low-frequency (Q1, Q2) O· · ·O hydrogen bond modes; (b)
Potential energy surfaces of the low-frequency modes anharmonically coupled to
the O−H stretching vibrations, shown using symmetrized Qg and Qu low-frequency
modes. Davydov coupling (V0) leads to a splitting of the energy levels of the asym-
metric Qu mode, for which a priori selection rules apply. (c) A refined analysis of
the IR cross sections for the different transitions within the O−H stretching mani-
fold (solid lines: strong ground state absorption; dashed lines: hot transitions; dotted
lines: weak transitions; for details see [29]).
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Fig. 7.25. Raman-active low-frequency vibrational modes of acetic acid dimer.

Instead, the oscillatory absorption changes are due to coherent wave packet
motions along several low-frequency modes which anharmonically couple to
the stretching modes. Wave packets in the v(νOH/OD) = 0 states that are
generated through an impulsive resonantly enhanced Raman process, govern
the oscillatory response, whereas wave packets in the v(νOH/OD) = 1 states
are strongly damped by the fast depopulation process. Low-frequency modes
of acetic acid have been studied in a number of Raman experiments. The spec-
trum in Fig. 7.23c was taken from [238] and displays three maxima around 50,
120 and 160 cm−1. The number of subbands in such strongly broadened spec-
tra and their assignment have remained controversial [239]. The character of
the different low-frequency modes and their anharmonic coupling to the O−H
stretching mode have now been analyzed in recent normal mode calculations
based on density functional theory [24]. In Fig. 7.23c the calculated Raman
transitions are shown for the OH/OH and OD/OD dimers.

There are four Raman-active vibrations (Fig. 7.25): the methyl torsion at
44 cm−1 (τCH3), the out-of-plane wagging mode at 118 cm−1 (γdimer), the in-
plane bending mode around 155 cm−1 (δdimer) and the dimer stretching mode
at 174 cm−1 (νdimer). In this set of vibrations, the in-plane bending and the
dimer stretching modes couple strongly to the O−H/O-D stretching mode via
a third-order term in the vibrational potential that dominates compared to
higher order terms. The coupling of the methyl torsion is much weaker, and
that of the out-of-plane wagging mode even negligible. Such theoretical results
are in good agreement with the experimental findings: the strong doublet in
the Fourier spectra (Fig. 7.23a,b) is assigned to the in-plane bending and the
dimer stretching mode, the weak band around 50 cm−1 to the methyl torsion.
The out-of-plane wagging is not observed at all. It should be noted that the
spectra derived from the oscillatory pump-probe signals, i.e. from time domain
data, allow for a much better separation of the low-frequency mode coupling
than the steady-state spontaneous Raman spectra.
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Fig. 7.26. Homodyne and heterodyne detected 2PE signals of acetic acid dimer
(CH3−COOH)2 (a) and mixed dimers (CD3−COOH)-(CD3−COOD) (b). The red
dotted trace has been recorded using homodyne detection, whereas the solid curves
have been derived from the heterodyne detected 2D-IR spectrum, for a particular
detection frequency ν3 and for spectral integration over ν3.

In the case of photon echo spectroscopy on the acetic acid dimer, the
number of coherences contributing to the nonlinear signals is large as a con-
sequence of the multilevel structure of the O−H/O−D stretching band. Here
in principle all coupling mechanisms described in Sect. 7.2.2 should affect
the outcome of the echo experiments. Homodyne detected 2PE measurements
(Fig. 7.26) have indicated the importance of the quantum beat contributions
of the low-frequency mode couplings [22, 27], as indicated by the recurrences
with an oscillation period given by the low-frequency in-plane stretching and
in-plane deformation hydrogen bond modes. In addition Davydov coupling
appears to be of minor importance. The low-frequency wave packet motions
also lead to beating contributions in the integrated 3PEPS signals [22]. The
homodyne detected photon echo measurements, in conjunction with a refined
analysis of the fine structure of the bleach signals in the pump-probe measure-
ments (Fig. 7.21) have led to the conclusion that the individual transitions in
the O−H stretching manifold have a homogeneous broadening corresponding
to a dephasing time T2 = 200 fs.

Two-color pump-probe experiments have indicated the importance of an-
harmonic couplings between the IR-active O−H stretching and O−H bending
and C−O stretching modes [23]. The effects of these couplings between
the O−H stretching and the fingerprint vibrations are even more pronounced
in heterodyne-detected 2D infrared photon echo signals (Fig. 7.27). For the
2D spectrum with a population waiting time T = 0 fs, transitions between
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Fig. 7.27. (a) Linear spectrum of the O−H stretching band of cyclic dimers of acetic
acid in CCl4 (black line); Cross sections through the 2D-IR spectra for population
times T = 0 fs (red line) and T = 400 fs (blue line); (b,c) 2D-IR spectra of acetic
acid dimer for population times T = 0 and 400 fs. The amplitude of the photon
echo signal is plotted as a function of the excitation frequency ν1 and the detection
frequency ν3.
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Fig. 7.28. Vibrational modes of acetic acid dimer (CH3−COOH)2, strongly coupled
to the IR-active O−H stretching mode. IR- (bu) and Raman-active (ag) fingerprint
modes.

v(νOH) = 0 → 1 and v(νOH) = 1 → 2 contribute with diagonal and off-
diagonal peaks. Since the excited state of the O−H stretching vibration (life-
time T1 = 200 fs [24]) decays into a hot ground state (Fig. 7.6) with complete
loss of phase memory [22], the 2D spectrum for a population waiting time
T = 400 fs is determined by the nonlinear signal contributions of the funda-
mental v(νOH) = 0 → 1 transition only, as described by the Liouville space
pathway I of Fig. 7.4. In particular overtone and combination levels of the
IR- and Raman-active O−H bending and C−O stretching modes contribute,
but in addition the roles of the C=O stretching and C−H bending vibrations
cannot be discarded (see Fig. 7.28) [27,30]. More details on this are described
in the following section.

7.5.4 Anharmonic coupling in acetic acid dimers:
Simulation of linear and two-dimensional infrared spectra

Several attempts have been made to analyze the lineshape of the O−H and/or
O−D stretching band of acetic acid dimers in the gas and liquid phase as well
as in matrices [37, 38, 240–246]. Besides the vibrational coupling mechanisms
discussed in Sect. 7.2.2 inhomogeneous broadening resulting from different



672 E. T. J. Nibbering et al.

dimer structures, monomers or oligomers [247, 248] may contribute to the
spectral width.

In this Section results are summarized on theoretical calculations based on
DFT to investigate three mechanisms for vibrational coupling within the two
intermolecular hydrogen bonds: (i) anharmonic coupling of the high-frequency
O−H stretching mode to low-frequency modes, (ii) Fermi resonance coupling
the of O−H stretching v(νOH) = 1 state to fingerprint mode combination
tones, and (iii) a combination of both [29]. Linear IR absorption spectra of
the O−H stretching mode are simulated and compared to high-resolution IR
spectra measured by supersonic jet Fourier transform spectroscopy [246,249].
These cold gas phase spectra uncover much of the vibrational fine structure
and can thus serve as a reference for zero temperature gas phase calculations
(Fig. 7.29a). With subsequent extension to simulations of two-dimensional
IR spectra [47, 250] the investigation of multidimensional signatures of the
different coupling mechanisms has become possible [27,30].

All quantum chemical calculations were carried out using DFT applying
the B3LYP/6-311+G(d,p) method as implemented in Gaussian03 [251]. This
study is restricted to the most commonly appearing C2h-symmetric cyclic
dimer structure (Fig. 7.20) the optimized structure of which is found to be in
good agreement with earlier calculations [246,249,252].

Anharmonic multidimensional potential energy surfaces were calculated in
the basis of dimensionless normal modes by expanding the potential energy V
up to sixth-order in a selected set of modes. First-order and harmonic second-
order off-diagonal force constants vanish at the equilibrium geometry. For
higher-order force constants up to three-body interactions were included. Di-
pole moment derivatives were expanded to first-order only, thereby neglecting
electrical anharmonicities, which are usually much smaller than mechanical
ones [253,254]. Cubic and higher-order force constants were calculated numer-
ically by finite differences from analytical second-order force constants [52].
For benzoic acid dimers the validity of second-order perturbation theory with
respect to vibrational modes in the fingerprint region has been critically ex-
amined [61]. It was found that standard perturbation theory accounts for
anharmonic shifts of the vibrational modes in almost all cases. A notable ex-
ception, however, is the out-of-plane O−H bending mode, the accurate treat-
ment of which requires multidimensional nonperturbative calculations at high
quantum-chemical level.

The cyclic dimer exhibits C2h symmetry and is thus subject to the IR-
Raman exclusion rule. Upon dimerization all monomeric vibrations, which
would be pairwise degenerate without coupling, experience excitonic or Davy-
dov coupling and split into a set of ungerade (u) IR active and a set of gerade
(g) Raman-active dimer modes [38, 243]. It should be noted that the one-
dimensional potential energy surfaces for u modes are symmetric, whereas g
modes have asymmetric potentials. For symmetric potential energy surfaces
odd-order force constants vanish. Thus, the first anharmonic correction to
IR active fundamental vibrations is in quartic order. The number of non-
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zero force constants is further reduced by symmetry. Only force constants,
for which the product of irreducible representations of the respective coordi-
nates involved in the force constant is totally symmetric, can be different from
zero [62].

Vibrational eigenstates were calculated from an effective vibrational ex-
citon Hamiltonian with up to 4 excitation quanta [29, 253, 255]. Calculated
harmonic vibrational frequencies ωi are usually too high with respect to ex-
perimental values. The deviation is mainly caused by missing anharmonic cor-
rections as well as insufficient treatment of electron correlation of the quantum
chemical method. Here, anharmonic corrections were included, but the im-
perfect treatment of electron correlation by the DFT B3LYP/6-311+G(d,p)
method had to be accounted for. Therefore, harmonic force constants were
scaled such that the frequencies of the fundamental vibrational modes result-
ing from the anharmonic vibrational Hamiltonian match experimental gas
phase values [246, 249], which leads to scaling factors of about 0.98. The
harmonic force constant for the νOH(bu) mode was set to 2915 cm−1. This
corresponds to a scaling factor of 0.90, which shows that the B3LYP method
underestimates the strength of hydrogen bonding in acetic acid dimers. The
assignments of the major subbands of the O−H stretching mode vibrational
spectrum are relatively insensitive to a variation of scaling factors in a rea-
sonably range, but for an accurate determination of the fine structure, scaling
is important.

Femtosecond three-pulse photon echo studies have shown that the O−H
stretching absorption spectrum is predominantly homogeneously broadened,
whereas inhomogenous broadening can be neglected [22]. From the observed
dephasing time T2 ≈ 200 fs a homogeneous linewidth Γ ≈ 50 cm−1 is de-
rived. In the following, calculated IR spectra with homogeneous linewidths
(full width at half maximum) of Γ = 1 and 40 cm−1 will be presented. The
latter value was found to fit the experimental spectrum measured in CCl4
more appropriately than the value derived from the photon echo study.

Early treatments suggested anharmonic coupling to a single low-frequency
mode, an intermolecular hydrogen bond stretching mode, together with Davy-
dov coupling to be exclusively responsible for the vibrational line shape of the
O−H stretching bands [37]. Dimerization gives rise to 6 new intermolecular
vibrational modes. Because of the C2h inversion symmetry of the acetic acid
dimer, 3 of them are IR- (u) and 3 are Raman-active (g) (Fig. 7.25). They are
characterized by distance as well as in- and out-of-plane angle modulations
between the two hydrogen bonded monomers. These hydrogen bond modes
are thus associated with relatively weak hydrogen bond forces and large re-
duced masses. Therefore, they all appear at low frequencies, that is below
200 cm−1 for acetic acid dimers [25,238,239,256].

Upon coupling of the IR active νOH mode with Raman-active low-fre-
quency modes, an IR active Franck-Condon series with one or several quanta
of low-frequency modes arises [36]. Combining coherent femtosecond IR-
pump−IR-probe spectroscopy and quantum chemical calculations 2 modes
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Fig. 7.29. (CH3−COOH)2: (a) Experimental IR absorption spectra: Cold gas phase
spectrum (black) taken from [246] with permission and spectrum in CCl4 (gray)
measured at 298 K; (b-d) Calculated spectra (1 K) using homogeneous line widths of
Γ = 1 (red) and 40 cm−1 (blue) including the following modes: νOH(bu) + (b) finger-
print modes and δdimer(ag) + νdimer(ag); (c) fingerprint modes only; (d) δdimer(ag)
and νdimer(ag) only.

were identified, which couple strongly to νOH [25]. These are the hydrogen
bond bending (δdimer(ag)) and stretching (νdimer(ag)) modes absorbing at 145
and 170 cm−1, respectively, which both modulate the hydrogen bond distance
strongly (Fig. 7.25). Cubic coupling constants, which contribute most to an-
harmonic coupling, are about 150 and -145 cm−1 for δdimer(ag) and νdimer(ag),
respectively. The IR spectrum based on 3 modes, νOH(bu), δdimer(ag) and
νdimer(ag), is shown in Fig. 7.29d. On a linear intensity scale a progression
with only a single quantum of each low-frequency mode becomes visible. It
can be concluded that a spectrum solely based on anharmonic coupling of
νOH(bu) to low-frequency modes can not account for the substructure and
total width of the experimentally observed spectra shown in Fig. 7.29a.
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Instead of coupling to low-frequency modes, multiple Fermi resonance cou-
pling with combination tones of fingerprint vibrations has been considered to
account for the width and substructure of the O−H stretching absorption
spectrum [38, 242–245]. The relevance of Fermi resonances contributing to
the substructure of the IR spectrum is supported by recent model calcula-
tions [246, 257]. With the exception of methyl group rocking and scissoring
modes all IR active (bu) fingerprint modes are included as well as their Raman-
active (ag) counterparts as only ungerade combination tones can directly in-
teract with the νOH(bu) high-frequency mode. These are the C−O (νC−O)
and C=O (νC=O) stretching modes, the O−H in-plane bending (δOH) and
the methyl (γCH3) wagging modes (Fig. 7.28). It should be noted that none
of the normal modes is local. Instead, in addition to a dominating contribu-
tion, O−H in-plane bending and methyl deformation motions mix into the
normal coordinates. The O−H out-of-plane bending mode (γOH) was initially
taken into account, but later on rejected from the Hamiltonian, because com-
bination tones of this mode were shown not to contribute to the spectrum to
any appreciable extent [29]. A linear IR spectrum for this model is shown in
Fig. 7.29c. This spectrum accounts for major parts of the substructure of the
experimental gas as well as solution phase spectra [22,29,246]. The vibrational
fine structure, however, which is evident from the gas phase spectrum, is still
lacking.

As neither anharmonic coupling to low-frequency modes nor Fermi reso-
nance coupling to fingerprint combination bands sufficiently account for the
observed lineshape of the O−H stretching band absorption, both mecha-
nisms were merged into an 11-mode model. The resulting linear spectrum
(Fig. 7.29b) shows a rich fine structure in good agreement with the exper-
imental high-resolution gas phase and solution phase spectra (Fig. 7.29a)
[22,29,246]. The more intense peaks in the linear spectrum are mostly domi-
nated by Fermi resonances similar to the pure Fermi resonance spectrum with-
out coupling to low-frequency modes (Fig. 7.29c). The low-frequency mode
progressions build up on all Fermi resonance peaks forming the vibrational
fine structure. Some low-frequency modes even gain intensities comparable to
Fermi resonance bands [29]. The experimental spectrum measured in CCl4
(Fig. 7.29a) shows broadening compared to the gas phase spectrum, whereby
the overall width of the solution phase spectrum is reasonably well described
by the calculated spectrum using a homogeneous linewidth of Γ = 40 cm−1.
Individual peaks observed in the gas phase spectrum merge into broader sub-
bands. These solution phase subbands partly coincide with spectral features
in the gas phase spectrum, but, as a consequence of shifted fundamental fin-
gerprint vibrations, some of combination bands are also shifted. This is partic-
ularly obvious in the low-energy side of the spectrum below 2700 cm−1, where
the solution phase bands are red-shifted with respect to their counterparts in
the gas phase spectrum. All of the bands gain intensity from resonance cou-
pling with νOH(bu). However, as the νOH(bu) intensity is spread over so many
bands, its own contribution to individual states is relatively small. It is largest
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for the peak at 2920 cm−1, which accordingly is the most intense peak in the
spectrum with a contribution of about 15% for νOH(bu). This corroborates
the relevance of Fermi resonances in the O−H stretching IR absorption spec-
trum that was pointed out before [38,246,257]. However, a prominent role of
a single Fermi resonance, namely the O−H stretching/bending coupling [257],
which contributes to the medium intense band around 2840 cm−1 cannot be
confirmed. The strongest anharmonic couplings are calculated for the combi-
nation bands on the red side of spectrum. This explains their relatively high
peak intensities despite less fortunate resonance conditions.

The important role of low-frequency hydrogen bond bending and stretch-
ing modes in characterizing the O−H stretching IR absorption band as well as
in providing efficient energy relaxation channels should be emphasized. This
argument is supported by the recent experimental observation of coherent
low-frequency motions after femtosecond excitation of the O−H stretching
mode [25]. The strength of anharmonic coupling to low-frequency modes is
on the same order of magnitude as Fermi resonance couplings. Low-frequency
mode progressions in the IR spectra start at 2728 cm−1 and then insert over
the remaining blue part of the spectrum. Some of the peaks gain intensities
comparable to the weaker Fermi resonances.

To investigate the multidimensional signatures of the different coupling
mechanisms, 2D-IR spectra were simulated based on the vibrational Hamil-
tonians described above. Thus, the estimated anharmonic coupling constants
between the IR-active νOH mode and the fingerprint and low-frequency modes
depicted in Figs. 7.25 and 7.28 have been used as input in the calculation of the
nonlinear signals. Two-dimensional photon echo signals in the phase matching
direction kecho = −k1 + k2 + k3 were calculated with parallel linear polariza-
tion applying the sum-over-states formalism [47,250]. The signal displayed in
the frequency domain is given by:

S(ω3, T, ω1) =
∫ ∞

−∞
dt3

∫ ∞

−∞
dt1 Ra(t3, T, t1) exp(−iω3t3 − iω1t1) . (7.16)

In the rotating wave approximation, the response function is given by a sum
of Liouville space pathways (diagrams I, II, and III in Fig. 7.4), that is
Ra(t3, T = 0, t1) = RI(t3, T = 0, t1) + RII(t3, T = 0, t1) −R∗

III(t3, T = 0, t1).
Liouville space pathways are calculated as a sum over all vibrational eigen-
states [47, 258]. They are proportional to a population factor of the initially
occupied vibrational state, a polarization factor, a product of 4 transition
dipole moments related to 4 infrared transitions, and a lineshape function,
chosen here to be in the homogeneous limit. RI and RII describe transitions
involving the ground and the first excited vibrational states giving rise to
diagonal and cross peaks, while RIII describes transitions from one- to two-
quantum states thereby adding excited state absorption to the spectra. For
the calculation of 2D spectra, the three incident laser pulses were tuned to
2900 cm−1 assuming a rectangular electric field spectrum of ±400 cm−1 width
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Fig. 7.30. (a) Calculated one-dimensional linear spectra with homogeneous
linewidth of ∆ν(fwhm) = 1 (red) and 36 cm−1 (blue); cross section for an exci-
tation frequency of ν1 = 2921 cm−1 for ground state absorption (green); (b) Two-
dimensional spectrum for a population time with zero- to one-quantum pathways
only, with ∆ν(fwhm) = 36 cm−1 (temperature 0 K), mimicking the population time
T = 400 fs.

for selecting resonant transitions. A homogeneous linewidth of ∆ν = 36 cm−1

was used.
A spectrum including ground state absorption only (Ra = RI , RII =

RIII = 0, Fig. 7.30b) resembles conditions, where the excited state has de-
cayed already into the hot ground state without conservation of phase mem-
ory [12]. This spectrum, which can be compared to the experimental 2D spec-
trum measured at T = 400 fs (Fig. 7.27c), contains only diagonal and cross
peaks. The most striking diagonal and cross peaks are observed for the most
intense bands in the linear spectrum, that is at 2921 cm−1 which is mainly
due to the νC−O(bu)/νC=O(ag) combination band with a cubic coupling con-
stant with νOH(bu) of Φ = −86 cm−1, at 2993 cm−1 (νC−O(ag)/νC=O(bu),
Φ =48 cm−1) and at 3022/3031 cm−1 (γCH3(bu)/νC=O(ag), Φ =62 cm−1;
νC−O(ag)/δOH(bu)/δdimer(ag)/νdimer(ag)) [29]. In addition, prominent cross
peaks exist for bands in the low-energy part of the spectrum, that is for
the peak at 2555 cm−1 (νC−O(ag)/νC−O(bu), Φ =150 cm−1), at 2627 cm−1
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(νC−O(ag)/γCH3(bu), Φ = −118 cm−1) and at 2684 cm−1 (νC−O(ag)/δOH(bu),
Φ = −126 cm−1). This coupling pattern within the O−H stretching band is
also evident from a comparison of the cross section at ν1 = 2921 cm−1 to the
linear spectrum (Fig. 7.29a), where the off-diagonal bands, the peak intensities
of which revealing the coupling strengths, match the resonance frequencies.
From the good agreement with experimental results (Fig. 7.27) it can be con-
cluded that Fermi resonances also dominate the T = 400 fs experimental 2D
spectrum. Low-frequency progressions make a minor contribution to the 2D
spectra because of their substantially smaller transition dipoles. In going from
anharmonic coupling of νOH(bu) to low-frequency modes (3-mode model) to
Fermi resonance coupling with fingerprint mode combination tones (9-mode
model) to a combined mechanism (11-mode model) the number of individual
2D peaks grows considerably and the complexity of the vibrational signatures
increases substantially. Introduction of homogeneous broadening causes many
individual peaks to overlap to a single spectral feature. A comparison of the
calculated linear spectra with high-resolution gas and solution phase spectra
shows that only the combined mechanism accounts for the experimentally ob-
served vibrational fine structure of the O−H stretching band demonstrating
that both anharmonic coupling to low-frequency modes and Fermi resonance
coupling are important vibrational coupling mechanisms for hydrogen bonds
in acetic acid dimers. The corresponding 2D IR spectra, however, are dom-
inated by vibrational signatures originating from cross peaks due to Fermi
resonance coupling.

7.6 Outlook

The results presented in this chapter demonstrate how ultrafast nonlinear in-
frared spectroscopy allows for a separation of different microscopic couplings
present in hydrogen-bonded systems. The X−H stretching oscillator is a sensi-
tive probe for hydrogen bonding and the elucidation of its dynamics provides
insight into the anharmonic couplings to other vibrational modes, such as
X−H bending and hydrogen bond stretching modes, as well as to the (fluc-
tuating) surroundings. Femtosecond infrared nonlinear spectroscopy and ab
initio quantum chemical molecular dynamics have revealed for neat protic liq-
uids, in particular water, the time scales for local fluctuations and associated
loss of structural memory in the hydrogen-bonded networks. Energy redistrib-
ution and energy transport into the hydrogen bond stretching and librational
modes deserve more attention of both experiment and theory as these modes
are directly connected to the hydrogen bond networks. Future activities may
involve the study of these hydrogen-bonded liquids in different situations, e.g.
water in direct contact with biomolecular systems such as proteins and DNA.

In the case of the investigated medium-strong hydrogen-bonded molecu-
lar systems with well-defined geometries, the anharmonic couplings of high-
frequency X−H stretching modes with low-frequency vibrations have been
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found to underly oscillatory wave packet motions contributing to the pump-
probe signals. Coherent multidimensional spectroscopy, which was applied in
the investigation of acetic acid dimers, has revealed the key role of Fermi and
Davydov resonance couplings in the observed nonlinear signals.

The results obtained for PMME and cyclic acetic acid dimers demon-
strate that coherent intermolecular motions persist for several picoseconds.
This should allow for the development of control schemes using tailored vibra-
tional wave packets prepared by excitation with phase-shaped infrared pulses.
Moreover, as fingerprint vibrations such as the X−H bending mode couple
strongly to X−H stretching motions, multicolor spectroscopy has to be ex-
plored further. For instance, both X−H stretching and X−H bending modes
could be manipulated simultaneously to achieve control. With this the poten-
tial of optimal steering of hydrogen bond motions, and associated with that
the control of hydrogen or proton transfer in double well potential systems
should be explored.

Until now, the majority of studies have focused on the vibrational dynam-
ics of hydrogen donating hydroxyl groups. Equally important are however
amino groups, the hydrogen bonds of which can be found in nucleic acid
base pairs in DNA and RNA, and in the formation of secondary structures
in proteins, such as α-helices and β-sheets. Future application of ultrafast vi-
brational spectroscopy will provide a wealth of new information on hydrogen
bonds in these biomolecular systems.

Cordial acknowledgment is being due to Jens Stenger, Dorte Madsen,
Karsten Heyne, Nils Huse, R. J. Dwayne Miller, Barry. D. Bruner, Michael A.
Cowan, Jason R. Dwyer, Satoshi Ashihara, Agathe Espagne, Holger Naundorf,
Milena Petković, and Gennady K. Paramonov for their important contribu-
tions to the work describe here.
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(2002)
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65. M. Khalil, N. Demirdöven, A. Tokmakoff, J. Phys. Chem. A 107, 5258 (2003)
66. M.P. Allen, D.J. Tildesley, Computer simulation of liquids (Oxford University

Press, New York, 1987)
67. W. Wang, O. Donini, C.M. Reyes, P.A. Kollman, Annu. Rev. Biophys. Biomol.

Struct. 30, 211 (2001)
68. A.D. Mackerell, Jr., J. Comput. Chem. 25, 1584 (2004)



682 E. T. J. Nibbering et al.

69. J.J.P. Stewart, in The encyclopedia of Computational Chemistry, ed. by
P. Schleyer, N. Allinger, T. Clark, J. Gasteiger, P.A. Kollman, H.A. Schae-
fer III, P.R. Schreiner (John Wiley and Sons, Chichester, 1998), p. 1263

70. J.E. Del Bene, M.J.T. Jordan, Int. Rev. Phys. Chem. 18, 119 (1999)
71. S.F. Boys, F. Bernardi, Mol. Phys. 19, 553 (1970)
72. F.B. van Duijneveldt, J.G.C.M. van Duijneveldt-van de Rijdt, J.H. van Lenthe,

Chem. Rev. 94, 1873 (1994)
73. P. Hobza, Annu. Rep. Prog. Chem. Sect. C 100, 3 (2004)
74. W. Koch, M.C. Holthausen, A chemist’s guide to density functional theory,

2nd edn. (Wiley-VCH, Weinheim, 2001)
75. J. Ireta, J. Neugebauer, M. Scheffler, J. Phys. Chem. A 108, 5692 (2004)
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104. J.C. Deàk, S.T. Rhea, L.K. Iwaki, D.D. Dlott, J. Phys. Chem. A 104, 4866

(2000)
105. D. Dlott, Chem. Phys. 266, 149 (2001)
106. V. Kozich, J. Dreyer, S. Ashihara, W. Werncke, T. Elsaesser, J. Chem. Phys.

125, 074504 (2006)
107. G.R. Fleming, M. Cho, Annu. Rev. Phys. Chem. 47, 109 (1996)
108. W.P. de Boeij, M.S. Pshenichnikov, D.A. Wiersma, Annu. Rev. Phys. Chem.

49, 99 (1998)
109. S. Yeremenko, M.S. Pshenichnikov, D.A. Wiersma, Chem. Phys. Lett. 369,

107 (2003)
110. S. Yeremenko, M.S. Pshenichnikov, D.A. Wiersma, Phys. Rev. A 73, 021804

(2006)
111. C.J. Fecko, J.D. Eaves, J.J. Loparo, A. Tokmakoff, P.L. Geissler, Science 301,

1698 (2003)
112. C.J. Fecko, J.J. Loparo, S.T. Roberts, A. Tokmakoff, J. Chem. Phys. 122,

054506 (2005)
113. J.B. Asbury, T. Steinel, C. Stromberg, S.A. Corcelli, C.P. Lawrence, J.L. Skin-

ner, M.D. Fayer, J. Phys. Chem. A 108, 1107 (2004)
114. T. Steinel, J.B. Asbury, S.A. Corcelli, C.P. Lawrence, J.L. Skinner, M.D. Fayer,

Chem. Phys. Lett. 386, 295 (2004)
115. J.B. Asbury, T. Steinel, K. Kwak, S.A. Corcelli, C.P. Lawrence, J.L. Skinner,

M.D. Fayer, J. Chem. Phys. 121, 12431 (2004)
116. H.S. Tan, I.R. Piletic, R.E. Riter, N.E. Levinger, M.D. Fayer, Phys. Rev. Lett.

94, 057405 (2005)
117. J.B. Asbury, T. Steinel, C. Stromberg, K.J. Gaffney, I.R. Piletic, A. Goun,

M.D. Fayer, Chem. Phys. Lett. 374, 362 (2003)
118. J.B. Asbury, T. Steinel, C. Stromberg, K.J. Gaffney, I.R. Piletic, A. Goun,

M.D. Fayer, Phys. Rev. Lett. 91, 237402 (2003)
119. J.B. Asbury, T. Steinel, M.D. Fayer, J. Phys. Chem. B 108, 6544 (2004)
120. I.V. Rubtsov, K. Kumar, R.M. Hochstrasser, Chem. Phys. Lett. 402, 439

(2005)
121. Y.S. Kim, R. Hochstrasser, Proc. Natl. Acad. Sci. USA 102, 11185 (2005)
122. M.C. Asplund, M.T. Zanni, R.M. Hochstrasser, Proc. Natl. Acad. Sci. USA

97, 8219 (2000)
123. M.L. Cowan, J.P. Ogilvie, R.J.D. Miller, Chem. Phys. Lett. 386, 184 (2004)
124. H. Eichler, H. Stahl, J. Appl. Phys. 44, 3429 (1973)
125. H.J. Eichler, Optica Acta 24, 631 (1977)
126. M.D. Fayer, Annu. Rev. Phys. Chem. 33, 63 (1982)
127. N.A. Kurnit, S.R. Hartmann, I.D. Abella, Phys. Rev. Lett. 13, 567 (1964)
128. T.J. Aartsma, D.A. Wiersma, Phys. Rev. Lett. 36, 1360 (1976)
129. D. Zimdars, A. Tokmakoff, S. Chen, S.R. Greenfield, M.D. Fayer, T.I. Smith,

H.A. Schwettman, Phys. Rev. Lett. 70, 2718 (1993)
130. K. Duppen, D.A. Wiersma, J. Opt. Soc. Am. B 3, 614 (1986)
131. T. Joo, Y. Jia, J.Y. Yu, M.J. Lang, G.R. Fleming, J. Chem. Phys. 104, 6089

(1996)
132. W.P. de Boeij, M.S. Pshenichnikov, D.A. Wiersma, Chem. Phys. Lett. 253, 53

(1996)



684 E. T. J. Nibbering et al.

133. K. Duppen, D.P. Weitekamp, D.A. Wiersma, Chem. Phys. Lett. 108, 551
(1984)

134. R.M. Hochstrasser, N.H. Ge, S. Gnanakaran, M.T. Zanni, Bull. Chem. Soc.
Jpn. 75, 1103 (2002)

135. I.V. Rubtsov, J. Wang, R.M. Hochstrasser, J. Chem. Phys. 118, 7733 (2003)
136. P. Hamm, M. Lim, W.F. DeGrado, R.M. Hochstrasser, Proc. Natl. Acad. Sci.

USA 96, 2036 (1999)
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226. J.C. Deàk, Y. Pang, T.D. Sechler, Z. Wang, D.D. Dlott, Science 306, 473

(2004)
227. Z.H. Wang, Y. Pang, D.D. Dlott, Chem. Phys. Lett. 397, 40 (2004)
228. Z.H. Wang, A. Pakoulev, Y. Pang, D.D. Dlott, J. Phys. Chem. A 108, 9054

(2004)
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